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Abstract 
 

The global research stems from the relevance of the global economic crisis. 
The research has several objectives: 1) to test the degree of effectiveness of the insolvency 
prediction models, most widely used in the literature, including recent works (Jackson and Wood, 
2013), with reference to Italian manufacturing companies; 2) to modify the insolvency prediction 
models selected with the aim of identifying a company insolvency “alert model” which can be 
used by the various stakeholders; 3) to compare the effectiveness of the re-estimated models vis-
à-vis the original ones. The following models were used, selected according to their diffusion and 
the statistical technique used: 1) Discriminant analysis: - Altman (1983), - Taffler (1983); 2) Logit 
Analysis: - Ohlson (1980). The study was carried out on a population of Italian companies (27,982 
non-failed and 478 failed) with financial statements available for the years 2007-2012. It emerged 
that, the overall error of the original models, using the original cut-off points, is significant. The 
error is reduced for cut-off points different from those identified by the original authors. 
Furthermore, the new re-estimated models have an improved or identical effectiveness vis-à-vis 
the original models. In particular, the Ohlson re-estimated model is the one that improves most 
compared to the original model; however, the effectiveness of the Ohlson re-estimated model is 
lower than the Altman re-estimated model. 
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1. INTRODUCTION 
 
The global research stems from the relevance of the 
global economic crisis which is affecting companies 
to an increasing extent. In particular, the frequency 
with which insolvency situations occur provides a 
stimulus for the development and analysis of 
themes concerning the prediction and prompt 
identification of situations considered to be at risk, 
in order to implement all the activities necessary to 
prevent them or to set up turnaround processes. 

The success of a company turnaround 
obviously also depends, to a significant degree, on 
early identification of the insolvency symptoms with 
the creation, where possible, of reference categories; 
when these occur, the companies and the 
stakeholders most involved can take constructive 
steps to promptly identify lines of action. Once an 
insolvency situation has been identified, the 
companies must be able to deal with it effectively 
and with the correct timing, intervening on the 
causal factors which are often connected with 
management decisions that are not correct or are 
not coherent with the complexity of the competitive 
context. 

In the light of this framework, the objectives of 
the paper are three: first of all, to test the degree of 
effectiveness of the insolvency prediction models, 
selected on the basis of the main statistical 

techniques used and their citation index, employed 
also in recent literature (Jackson and Wood, 2013), 
with reference to Italian manufacturing companies; 
secondly, to modify the insolvency prediction 
models selected with the aim of identifying a 
company insolvency “alert model” which can be 
used by the various stakeholders; lastly, to compare 
the effectiveness of the re-estimated models with 
the original ones.   

The study was carried out on a population of 
Italian companies, with financial statements 
available for the years 2007-2012. The sample 
consisted of 28,460 companies (27,982 non-failed 
and 478 failed). The analysis was performed with 
reference to the state of health of the companies in 
2014. The original models of the authors and the re-
estimated models in the 3 previous years starting 
from the second year prior to manifestation of the 
crisis (i.e. 2012, 2011, 2010) were applied.   

In particular, the following models were used: 
1) Discriminant analysis 

1a) Altman (1983); 
1b) Taffler (1983); 

2) Logit Analysis 
Ohlson (1980). 
The results of this paper are interpreted 

according to the Stakeholder Theory (Freeman, 1984; 
Donaldson and Preston, 1995) which recognises that 
organisations have many stakeholders to whom they 
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relate and to whom they are accountable: primary 
stakeholders (shareholders, debt-holders, banks, 
customers, suppliers, employees) and secondary 
stakeholders (governments, society, community, 
charities). Each of these parties, in various ways, 
directly or indirectly undergoes the effects of the 
global economic crisis: therefore, the study of 
company insolvency and the possibility of 
forecasting it in advance to avoid worse 
consequences are of interest to civil society in 
general, i.e. the context in which the company 
operates. This happens firstly via the application of 
insolvency prediction models and, secondly, via the 
adaptation of these models to specific economic 
contexts, in our case Italy. 

The study is also coherent with the need for an 
“alert model” to avert company insolvency, the 
importance of which has been recently highlighted 
in Italy by the reforms to the Bankruptcy Law (R.D. 
267/42) and ongoing amendments.  

The paper continues in the following order: 
paragraph two offers a summary of the literature on 
the insolvency prediction models considered in the 
paper; paragraph three describes the sample of 
companies and the research method; paragraphs 
four explains the results and discussion; the last 
paragraph presents the conclusions, implications, 
limitations and future evolution of the research. 

 

2. LITERATURE REVIEW 
 
The models selected are those used most widely in 
the literature, also recently (Jackson and Wood, 
2013); due to their widespread use, it is important to 
verify their effectiveness in the current economic 
context, also in the light of the fact that the authors 
have used their original model in  more recent 
studies. For example, Agarwal and Taffler (2007) re-
apply the Taffler model (1983) to a sample of British 
companies; likewise, Altman, Danovi and Falini 
(2013) apply the Altman model (1983) to a sample of 
Italian companies.  

The literature divides the models used for 
insolvency prediction into two main types: 

 
1) Discriminant analysis  
Discriminant analysis is a statistical technique 

which allows a company to be distinguished in the 
context of two or more pre-defined groups (Fisher, 
1936; Teodori, 1989; Jackson and Wood, 2013), i.e. 
the group of non-failed companies and the group of 
failed companies. These groups, in the study, are 
defined a priori on the basis of the characteristics 
illustrated in par. 3.1. During the application of 
discriminant analysis, the linear form was chosen as 
it is the one most widely used in the literature up to 
1980 and, also after this date, it represents a base 
model for the application of subsequent models 
(Balcaen and Ooghe, 2004; Altman and Narayanan, 
1997; Aziz and Dar, 2006).  

The Z-score attributed to each company 
represents, in one single value, the information 
deriving from the common variables referring to 
that company. Via this value, the company is 
classified as belonging to one of the two universes 
(group of non-failed companies or group of failed 
companies). The higher the Z-score of a company, 
the lower the possibility of the company being 
classified as a failed company. 

For the purposes of this classification, a Z-score 
cut-off point is defined, which allows the two groups 

of companies (group of non-failed companies or 
group of  failed companies) to be distinguished as 
clearly as possible. For application purposes, the 
cut-off points considered are those identified in the 
individual discriminant analysis models chosen in 
the study. 

If the Z-score of a company is below the cut-off 
point, the company is classified as failed; if the Z-
score of a company is higher than the cut-off point, 
it is classified as non-failed.  

The choice of discriminant analysis in this 
study is due to the fact that this statistical technique 
underlies a series of authoritative studies in the 
literature on the subject, such as Altman (1968), 
Deakin (1972), Edmister (1972), Blum (1974), Libby 
(1975), Alberici (1975),  Taffler (1976-1977), Altman, 
Haldeman and NaraYnan (1977), Deakin (1977), 
Lincoln (1984), Altman (1983), Mantoan and 
Mantovan (1987), (1987), Aziz et al (1988); Altman et 
al (1994); Back et al. (1996);.Booth (1983), Casey and 
Bartczak (1984), Coats and Fant (1993), Dimitras et 
al. (1999), El Hennawy and Morris (1983), Frydman et 
al. (1985), Gombola et al. (1987), Jo et al. (1997), 
Kahya and Theodossiou (1999), McGurr and 
DeVaney (1998), Moyer (1977), Piesse and Wood 
(1992), Pompe and Feelders (1997), Sung et al. 
(1999), Taffler and Tisshaw (1977), Theodossiou 
(1993), Yang et al. (1999). Other studies have also 
applied this methodology, thanks to the frequency 
of application in literature (Beyonon and Peel, 2001; 
Neophytou et al, 2001; Brockman and Turtle, 2003; 
Agarwal and Taffler, 2007 and 2008; Jackson and 
Wood, 2013). 

In the context of discriminant analysis, this 
study analyses the models of Altman (1983) and 
Taffler (1983), due both to their popularity in the 
literature (Balcaen and Ooghe, 2004 and 2006; Reisz 
and Purlich, 2007; Jackson and Wood, 2013) and the 
possibility of applying them to a sample of non-
listed companies. 

 
2) Logit analysis 
The models based on this analysis show the 

probability of a company belonging to the group of 
non-failed companies or the group of failed 
companies, defined a priori according to a series of 
characteristics.  

Here again, the choice of the Logit model is due 
to the fact that this statistical technique underlies a 
series of authoritative studies in the literature, such 
as Ohlson (1980), Zavgren (1985), Forestieri (1986), 
Aziz et al. (1988), Keasey and McGuiness (1990), 
Dimitras et al (1999), Aziz et al (1988), Dimitras et 
al. (1999), Back et al. (1996), Kahya and Theodossiou 
(1999), Laitinen and Laitinen (1998), McGurr and 
DeVaney (1998), Platt and Platt (1990), Salchenberger 
et al. (1992), Theodossiou (1991), Ward (1994). More 
recent studies have also applied this methodology 
(Jackson and Wood (2013), Back et al., 1996; 
Beyonon and Peel, 2001; Neophytou et al., 2001; 
Foreman, 2002; Brockman and Turtle, 2003; Lin and 
Piesse, 2001; Westgaard and Wijst, 2001). In the 
ambit of the Logit model, we have chosen to adopt 
the Ohlson model (1980), in view of its popularity in 
the reference literature (Balcaen and Ooghe, 2004 
and 2006; Jackson and Wood, 2013).  

The literature has studied not only the theme 
of use of an appropriate model for the prediction of 
insolvency, but also the composition of the sample 
on which to verify the effectiveness of the models. In 
particular the size of the sample is important, with 
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particular reference to the incidence of the failed 
companies on the total number of companies. On 

this specific point the main sources of literature are 
cited, summarised in table 1 below. 

 
Table 1. Bankruptcy Rate in literature 

 

Authors 
Sample analysis time 

period 
No. 

Failed 
No. non- 

failed 
Bankruptcy 

Rate 

Mario Hernandez Tinoco & Nick Wilson (2013) 1980-2011 1,254 21,964 5.40% 

Jackson & Wood (2013) 2000-2009 101 6,494 1.53% 

Chih-Ying Christidis & Alan Gregory (2010) 1978-2006 589 49,063 1.19% 

Altman, Sabato & Wilson (2010) 2000-2007 66,833 5,749,188 1.15% 

Alfaro, Garzia & Elizondo (2008) 2000-2003 590 590 50.00% 

Vineet Agarwal & Richard Taffler (2007) 1980-2005 232 27,011 0.85% 

Altman & Sabato (2007) 1994-2002 120 1,890 5.97% 

Beaver, McNichols & Rhie (2005) 1962-2002 544 74,823 0.72% 

Tyler Shumway (1999) 1962-1992 300 28,226 1.05% 

Source: Personal processing 
 

It emerges that the percentage impact of the 
failed companies on the total number of companies 
analysed is lower than 1.20%, with the exception of 
the cases in which: 

- in addition to the failed companies, the 
companies in financial difficulty are also classified 
among the failed companies (Hernandez Tinoco & 
Wilson). This introduces elements of a subjective 
nature into the evaluation of the state of health of 
the company;  

- the choice of the number of non-failed 
companies is guided by the actual bankruptcy rate at 
national level (Altman & Sabato – model for the SMEs 
US). In this case, given the national bankruptcy rate 
and the number of failed companies that can be 
analysed, a sample is chosen at random from among 
the non-failed companies with size such that the 
bankruptcy rate actually encountered at national 
level is reflected within the research sample; 

- groups of non-failed and failed companies 
with the same size are considered (Alfaro et al). In 
the latter case, the size of the sample is limited, as it 

is guided by the number of failed companies actually 
analysed. 

 

3. THE SAMPLE AND THE RESEARCH METHOD 
 

3.1. The Sample 
 
As already said, the paper has three objectives. With 
reference to the first objective (to test the degree of 
effectiveness of the insolvency prediction models, 
selected on the basis of the main statistical 
techniques used and their citation index, employed 
also in recent literature), the original models were 
applied to a sample of Italian small-medium sized 
enterprises, operating in the manufacturing sector, 
whose status (failed/non-failed) was verified at 
31/12/2014. Companies that provide financial 
statement information not sufficient for the 
purposes of application of the models are not 
considered in the final sample. 

 
Table 2. Sample for verification of effectiveness of original models 

 

Region 
Non-failed companies Failed companies 

NR % NR % 

Lombardy 8,941 31.95 138 28.87 

Veneto 4,448 15.90 65 13.60 

Emilia-Romagna 3,217 11.50 43 9.00 

Piedmont 2,488 8.89 57 11.92 

Tuscany 2,074 7.41 34 7.11 

Campania 1,176 4.20 20 4.18 

Lazio 914 3.27 20 4.18 

Marches 841 3.01 19 3.97 

Friuli-Venezia Giulia 803 2.87 19 3.97 

Puglia 693 2.48 21 4.39 

Sicily 474 1.69 8 1.67 

Abruzzo 416 1.49 5 1.05 

Trentino-Alto Adige 358 1.28 1 0.21 

Liguria 329 1.18 12 2.51 

Umbria 312 1.12 6 1.26 

Sardinia 210 0.75 6 1.26 

Calabria 158 0.56 3 0.63 

Basilicata 55 0.20 1 0.21 

Molise 48 0.17 0 0.00 

Valle d'Aosta 27 0.10 0 0.00 

General total for Italy 27,982 100.00 478 100.00 

Source: Personal processing 
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The non-failed companies, identified using the 
Aida Bureau van Dijk database, are companies which 
have not been admitted to any insolvency or 
bankruptcy proceedings as of 31/12/2014. The 
failed companies were identified using the same 
database and are those that failed during 2014.  

The sample composed as above consists of non-
failed and failed companies in different numbers, in 
order to guarantee a sizeable sample. The validity of 
this method is supported by the literature (Jackson 
and Wood, 2013). In particular, the large size of the 
reference sample was supported by other studies: of 
these, Ohlson (1980) applied the original model to 
groups of companies having different numbers, 
commending the “size” variable of the sample; Stein 
(2002) maintained that the accuracy of the predictive 
models depends largely on the number of failed 
companies rather than on the number of the 
observations. This was supported also by the study 
of Falkestein, Boral and Carty (2000), according to 
which the hazard model of Shumway (1999) shows a 

high effectiveness compared to other models due to 
the large size of the sample examined. The sample is 
illustrated in table 2. 

The second objective (to modify the insolvency 
prediction models selected with the aim of 
identifying a company insolvency “alert model” 
which can be used by the various stakeholders, in 
order to obtain the so-called “re-estimated models”) 
requires the use of two samples. The first, also 
called training sample, is used to obtain the new 
formulation of the model (changing the weights of 
the variables with respect to the original models). To 
determine the training sample, a sample of small to 
medium sized Italian enterprises operating in the 
manufacturing sector is used as a starting base, 
whose status (failed/non-failed) is verified at 
31/12/2013. The sample is composed of failed 
companies, identified from among those failed in 
2013, and non-failed companies, i.e. those who have 
not resorted to insolvency proceedings by 
31/12/2013 (Table 3). 

 
Table 3 – Sample for reformulation of models 

 

Region 
Non-failed companies Failed companies 

NR % NR % 

Lombardy 9,240 32.21 128 26.02 

Veneto 4,586 15.99 90 18.29 

Emilia-Romagna 3,336 11.63 45 9.14 

Piedmont 2,540 8.85 43 8.74 

Tuscany 2,114 7.37 43 8.74 

Campania 1,112 3.88 18 3.66 

Marches 1,036 3.61 24 4.88 

Lazio 936 3.26 14 2.85 

Friuli-Venezia Giulia 769 2.68 31 6.30 

Puglia 685 2.39 12 2.44 

Sicily 469 1.64 9 1.83 

Abruzzo 405 1.41 8 1.63 

Trentino-Alto Adige 349 1.22 5 1.01 

Umbria 320 1.12 6 1.22 

Liguria 311 1.08 3 0.61 

Sardinia 212 0.74 4 0.81 

Calabria 138 0.48 5 1.02 

Basilicata 60 0.21 - 0.00 

Molise 43 0.15 4 0.81 

Valle d'Aosta/Vallée d'Aoste 24 0.08 - 0.00 

General total for Italy  28,685 100.00 492 100.00 

Source: Personal processing 

 
The second sample, also called verification 

sample, has the objective of verifying the 
effectiveness of the re-estimated models; it is the 
same sample as the one used to meet the first 
objective (illustrated in table 2). The re-estimated 
models are applied to this sample.  

With reference to the third objective (comparison 
of the effectiveness of the re-estimated models vis-à-
vis the original ones), the verification sample is used, 
illustrated in table 2. 
 
 

3.2. The Research Method 
 
The research method is illustrated by distinguishing 
the three stages of the research, aimed at achieving 
the study objectives.  
 
First stage: verification of effectiveness of the 
original company insolvency prediction models  
 
The three company insolvency prediction models 
were applied verifying their effectiveness over a time 
horizon of four years (2010-2014), three years 
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(2011-2014) and two years (2012-2014) prior to the 
default situation observed in 2014.  

In order to make the results deriving from the 
above methods comparable, the effectiveness of the 
individual models is tested using the ROC Curve 
constructed following Gӧnen (2006). The cut-off 
points used for construction of the ROC Curve are 
probabilities of failure and vary from 0 to 1, with 
step equal to 0.01. For this purpose, the z-Scores for 
the Altman and Taffler model are converted into 
probability, actuating a logit transformation of the 
score following the formula: 1/(1+exp(z-score)). 

The effectiveness of the model is represented 
by the area below the ROC Curve, defined Theta, 
which is estimated using the trapezium method 
(Hanley and McNeil, 1982). The Standard Error of 
Theta (Hanley and McNeil, 1982) represents an 
estimate of the variability of the model, or a 
measurement of its imprecision: the lower the 
Standard Error, the more the sample is 
representative of the population. 

The formula used in quantification of the 
Standard Error is the following: 

 

SE( ̂)=√
 ̂(   ̂)            ̂               ̂  

     
 

 
(1) 

where: 

     ̂     ̂⁄   = Theta; 
   = number of failed companies; 
    = number of non-failed companies;  
    = estimation of probability that two 

companies drawn at random from the group of 
failed companies both have higher values in terms of 
probability of failure than a company drawn at 
random  from the group of non-failed companies.   

The significance in statistical terms of the 
Thetas estimated for each model is tested by means 
of the Z test (Jackson and Wood, 2013; Barniv, 
Agarwal and Leach, 2002). 

The test is the following: 
 

  
 ̂     

    ̂ 
 (2) 

 
where: 

 ̂ = area below the ROC Curve; 

SE( ̂)= standard error of estimate/ 
 Another tool for evaluating the effectiveness 

of the models is the Accuracy Ratio (AR), calculated 
in relation to the study by Engelmann, Hayden and 

Tasche (2003) as AR= ( ̂     ). The perfect model 

gives an AR equal to 1.  
Having evaluated the accuracy, the percentages 

of correct classification of the non-failed companies 
and the failed companies are drawn up applying the 
models, taking as cut-off point those used by the 
original authors (Table 5). For this purpose, a 
contingency table was used (Table 4), which allows 
identification of type I and II errors:  

 
Table 4. Type of errors 

 
Prediction of 
result 

Values observed 

Non-failed Failed 

Non-failed TP FP 

Failed FN TN 

Source: Personal processing 

 

where: 
TP (True Positive): a non-failed company is 

correctly classified; 
FP (False Positive): represents a first type error, 

a failed company is erroneously classified by the 
model as non-failed;  

FN (False Negative): represents a second type 
error, a non-failed company is erroneously classified 
by the model as failed;  

TN (True Negative): a failed company is 
correctly classified.  

 
Table 5. Cut-off points 

 

Models 
Non-failed 
companies 

Failed 
companies 

Grey 
area 

Altman 
(1983) 

Z- Score > 2.9 
Z- Score < 

1.23 

2.13 < Z-
Score < 

2.9 

Taffler 
(2007) 

Z- Score > 0 Z- Score < 0  

Ohlson 
(1980) 

Probability < 
0.5 

Probability > 
0.5 

 

Source: Personal processing 

 
Second phase “Re-estimation of company 
insolvency prediction models and verification of 
their effectiveness” 
 
The second part of the research entails re-estimation 
of both the weights of the variables of the individual 
models and of the cut-off point. The models are 
estimated using Logit analysis as the statistical 
technique. This choice was considered appropriate, 
since: 

- Logit analysis does not require the persistence 
of the following conditions: the multivariate normal 
distribution of the variables forming part of the 
model; the equivalence of the variance and 
covariance matrices of the variables for the non-
failed and failed companies;  

- there is an absence of significant differences 
in the effectiveness of the models constructed by the 
same variables, the weights of which are determined 
following the multivariate discriminant analysis and 
the Logit analysis. In other words, the effectiveness 
of the Altman model (re-estimated using 
multivariate discriminant analysis as the statistical 
technique for redetermination of the weights) is very 
similar to the effectiveness of the same Altman 
model re-estimated using Logit analysis as the 
statistical technique for redetermination of the 
weights (Altman et al. 2014). 

However, also the Logit models are 
characterised by drawbacks concerning the presence 
of a series of phenomena that can distort the 
validity of the results obtained (Balcaen & Ooghe, 
2004). In particular, the phenomena are 
characterised by:  

- multicollinearity1, which is not easy to avoid 
since the financial ratios are correlated with one 
another (Tucker, 1996); 

                                                           
1 Multicollinearity is a statistical term used to describe situations in which 
the independent variables, i.e. the variables used in the model, are highly 
correlated with one another. In these cases, several variables give the same 
information and the model is not able to determine their contribution to 
explanation of the phenomenon in question, consequently providing 
unreliable parameters (Doumpos & Zopoudinis, 1999; Joos et al., 1998a; 
Ooghe et al., 1993; Ooghe et al., 1994a). 
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- “extreme non-normality” of the data, since the 
distribution of the values of a given indicator is very 
far from a normal distribution (non-normality is not 
a problem for the Logit models, but becomes a 
problem when the distribution is characterised by a 
marked non-normality, a distribution very far from 
the normal distribution). In these cases a 
transformation of the data is advisable to improve 
the normality of the data (McLeay & Omar, 2000);  

- outliers and missing values, making 
revisitation of the sample necessary, i.e. the outliers 
and missing values must be eliminated with the 
appropriate techniques described in the statistical 
literature (Joos et al., 1998). 

In order to make the estimate sample reliable, 
the estimate of the models via the Logit analysis 
required the identification of the extreme values 
(outliers) and the cases in which the individual 
variables are markedly non-normal. In the case of 
the outliers, after their identification, the 
Winsorizing method was followed, while the 
variables characterised by the presence of marked 
non-normality were transformed following the 
approach of Box & Cox. Subsequently, the 
parameters of the model were estimated using the 
statistical software Gretl. 

In the second phase, two different methods 
were used to re-estimate the models:  

a) method 1: aims to create re-estimated 
models that return as output the probability of 
default at 4 years, 3 years and 2 years. In this case, 
the re-estimated models at 4 years, 3 years and 2 
years are characterised by different parameters for 
each year. This is the method used by Ohlson (1980); 

b) method 2: aims to create re-estimated 
models that return as output the probability of 
default within the time horizon of 4 years. The 
model used is unique and is applied to different 
years to test its predictive capacity in the long term; 
from an ex ante viewpoint, however, it does not 
provide an estimate of the time horizon within 
which the event occurs. This is the method used by 
Altman (1983) and Taffler (1984). 

The models estimated as above are first applied 
to the estimation reference samples, corresponding 
to which the cut-off point is calculated2. 
Subsequently, they are evaluated on the sample of 
companies used, to evaluate the predictive 
effectiveness on the sample on which the original 
models are also tested. 
 
Third phase “Comparison of effectiveness of the 
re-estimated models vis-à-vis the original ones” 
 
The effectiveness of the re-estimated models 
compared to the original ones was assessed using 
the Roc Curve. In particular, the significance of the 
differences encountered between the models is 
tested via the use of statistical tests.   

The test implemented (Hanley & McNeil, 1983) 
has the following form: 

                                                           
2 The cut-off point is calculated, following Ohlson, as the point that 
minimises the overall classification error in the construction sample. In 
particular, initially attributing an equal weight to both errors (50% and 
50%) and then attributing a greater weight to the first type error (67% e 
33%). 

      

  
             

√    e   
      e   

        e        e    

 (3) 

 
where:  
Theta = area below the ROC curve;  
SETheta = standard error of the area below the 

ROC curve; 
r = correlation between the two ROC areas 

tested.   
The correlation between the ROC Curves is 

indicated by  r, determined following the 
formulation of  Hanley & McNeil (1983). 

 

4. FINDINGS AND DISCUSSION  
 

The findings are illustrated below, discussing the 
individual phases and objectives of the research.  

 
First phase – Verification of effectiveness of the 
original company insolvency prediction models 

   
The objective of the first phase of the research is to 
test the degree of effectiveness of the company 
insolvency prediction models developed in the 
original version of the authors, applying them to the 
sample identified in this study. In order to perform a 
comparative analysis, the T test is used to 
investigate (Table 6): 

- the differences that emerged in the Theta of 
the models in different years; 

- the differences that emerged in the Theta of 
the different models. 

 
Table 6. Comparison of effectiveness of the 

different models 
 

Model 
T test 

Model 
T test 

2-3 
years 

3-4 
years 

2 
years 

3 
years 

4 
years 

Altman 
model 

4.938 3.590 
Altman -
Taffler 

7.343 8.639 6.639 

Taffler 
model 

2.536 2.096 
Altman -
Ohlson 

6.702 4.858 3.201 

Ohlson 
model 

6.375 1.892 
Ohlson - 
Taffler 

-0.569 -4.668 -4.030 

Note: The values in the reference table were 
calculated using the results illustrated in the appendix in 
Panel A table a1 

 
The results of the tests conducted enable us to 

affirm that, at a significance level α = 0.05, the 
models show an increase in prediction effectiveness 
the nearer the year of manifestation of the company 
insolvency, with the exception of the Ohlson model 
which, in the 3 and 4 year prediction, highlights a 
statistically equivalent effectiveness. These results 
are confirmed also at graphic level, see figure a1 in 
Panel A illustrated in the appendix.   

The Altman model is the one that shows the 
greatest discriminant capacity. In general, the 
discriminant analysis models, i.e. Altman (1983) and 
Taffler (1983), have greater effectiveness in the 
prediction of company insolvency than the Logit 
model of Ohlson (1980) in the 3 and 4 year 
prediction. In the 2 year insolvency prediction, the 
effectiveness of the Logit model of Ohlson (1980) 
increases significantly compared to the same at 4 
and 3 years and is equivalent to the performance of 
the Taffler model. The Altman model is considered 
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more performing than the other two models 
examined in this research.   

Evaluating the models via the use of different 
cut-off points, it emerged that the first and second 
type errors decrease as the insolvency event 
approaches, therefore the probability of default 
assigned to the failed companies increases and the 
probability of default assigned to the non-failed 
companies decreases as the evaluation time horizon 
is reduced (Panel A tables a2, a3 and a4 of the 
appendix). It can also be affirmed that the cut-off 
points selected by the authors are not the ones that 

minimise the overall prediction error (1st type error 
+ 2nd type error). Observing the various models, it is 
deduced that at the cut-off points selected by the 
authors, the Ohlson model (2 year prediction) shows 
more balanced first and second type errors; in 
addition, at the cut-off points that minimise the 
error, the Altman model is the one with the lowest 
error. In general, the Altman model attributes to the 
companies a lower probability of failure than the 
Taffler and Ohlson models, whereas the Taffler 
model is the one that attributes to the companies a 
significant probability of failure (Table 7). 

 
Table 7. First and second type errors of the models 

 

 

Original cut-off points Cut-off points with minimum error 

Second Type Error First Type Error Second Type Error First Type Error 

No. % No. % No. % No. % 

4 year 
prediction 

 

Altman model 23,365 83.50 6 1.26 4,605 26.39 101 21.13 

Taffler model 13,473 48.15 54 11.30 9,354 33.43 111 23.22 

Ohlson model 7,136 25.50 225 47.07 11,819 42.24 124 25.94 

3 year 
prediction 

 

Altman model 23,062 82.42 8 1.67 4,466 20.76 81 16.95 

Taffler model 13,700 48.96 48 8.79 6,523 23.31 118 24.69 

Ohlson model 6,884 24.60 277 42.05 12,650 45.21 90 18.83 

2 year 
prediction 

 

Altman model 23,217 82.97 5 1.05 3,896 13.92 71 14.85 

Taffler model 13,524 48.33 29 6.07 3,354 11.99 112 23.43 

Ohlson model 7,116 25.43 125 26.15 8,113 21.76 104 28.99 

 
Second phase - “Re-estimation of company 
insolvency prediction models and verification of 
their effectiveness” 
 
The objective of the second phase of the research is 
re-estimation of the models, aimed at increasing 
their effectiveness with reference to the sample of 

Italian companies.  
In particular, the two methods illustrated in the 
methodology were used (method 1, method 2). 
In order to perform a comparative analysis, the T 
test was used to investigate the performance of the 
adapted models compared to the original models 
(Table 8). 

 
Table 8. Comparison of effectiveness of the different models 

 

Model for estimation of PD  
within 4 years 

T test Model for estimation of PD 
within 2, 3, 4 years 

T test 

2 years 3 years 4 years 2 years 3 years 4 years 

Altman -Altman New -0.436 -0.483 -0.406 Altman -Altman New 1.080 -0.281 -0.696 

Taffler - Taffler New -4.395 -1.578 -0.318 Taffler - Taffler New -.211 -1.722 -0.188 

Ohlson - Ohlson New 0.840 -0.269 -0.314 Ohlson - Ohlson New -4.785 -6.207 -2.667 

Note: The values in the reference table were calculated using the results illustrated in the appendix in Panel B 
tables b1, b3, b5, b7, b9 and b11 

 
Method 1. 

 
With reference to the adapted Altman model for 
estimation of the probability at 4 years, 3 years and 
2 years, it is observed that, with the exception of the 
2 year prediction, the new models have a higher 
Theta than the original model. However, in all three 
cases, the differences between the Thetas are 
statistically non-significant at a significance level of 
0.05, indicating that the effectiveness of the re-
estimated and original models is substantially 
equivalent. For the Taffler model, it is observed that 
the effectiveness with respect to the original model 

increases significantly in the 2-year prediction, 
whereas it remains unchanged in the 3 and 4 year 
prediction. With reference to the adapted Ohlson 
model for estimation of the probability at 4 years, 3 
years and 2 years, it is observed that the new models 
have a higher Theta than the original model. These 
differences are significant at a significance level of 
0.05, indicating that the new model has a greater 
predictive effectiveness than the original model.   

The same results are confirmed if we compare 
the first type and second type errors of the original 
models with those that occurred in the re-estimated 
models (Table 9). 
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Table 9. Comparison of first type and second type errors of the models re-estimated according to method 1 
with the original models 

 

 

Original cut-off points 
Cut-off points with minimum 

error 
Cut-off points with minimum 
error in re-estimated model 

Second Type 
Error 

First Type 
Error 

Second Type 
Error 

First Type 
Error 

Second Type 
Error 

First Type 
Error 

No. % No. % No. % No. % No. % No. % 

4 year 
prediction 

  

Altman 
model 

23,365 83.50 6 1.26 7,384 26.39 101 21.13 5,549 19.83 127 26.57 

Taffler 
model 

13,473 48.15 54 11.30 9,354 33.43 111 23.22 7,572 27.06 143 29.92 

Ohlson 
model 

7,136 25.50 225 47.07 11,819 42.24 124 25.94 10,902 38.96 81 16.95 

3 year 
prediction 

  

Altman 
model 

23,062 82.42 8 1.67 5,809 20.76 81 16.95 5,255 18.78 96 20.08 

Taffler 
model 

13,700 48.96 48 8.79 6,523 23.31 118 24.69 8,770 31.34 86 17.99 

Ohlson 
model 

6,884 24.60 277 42.05 12,650 45.21 90 18.83 6,268 22.40 133 27.82 

2 year 
prediction 

  

Altman 
model 

23,217 82.97 5 1.05 3,896 13.92 71 14.85 4,659 16.65 55 11.51 

Taffler 
model 

13,524 48.33 29 6.07 3,354 11.99 112 23.43 5,442 19,45 84 17,57 

Ohlson 
model 

7,116 25.43 125 26.15 8,113 21.76 104 28.99 5,764 20.60 82 17.15 

 
In general, it is observed that the adapted 

models exhibit second type errors which are 
markedly lower than the original models, if 
compared with the errors shown by the latter at the 
cut-off points originally highlighted by the authors. 
However, an increase in first type error is observed 
for the Altman and Taffler models; for the Ohlson 
model, on the other hand, a reduction in first type 
error is highlighted in the prediction of PD over a 2 
and 3 year time horizon (Panel B table b2, b6 and 
b10 of the appendix).  

Comparing the original models with the re-
estimated models, using the cut-off points that 
minimise the errors in the reference sample, it is 
observed that the overall errors committed by the 
re-estimated models are slightly lower than those 
emerging from application of the original models at 
the cut-off point that minimises the error. 
 
Method 2. 

 
With reference to the re-estimated Altman model, 
although the new model has a higher Theta than the 
original model, this difference is not significant at a 
significance level of 0.05: substantially, there is no 
significant variation in effectiveness between 
original models and re-estimated models. For the 
Taffler model, the effectiveness with respect to the 
original model significantly increases in the 2 year 
prediction, whereas it remains unchanged in the 3 
and 4 year prediction. The results that emerge from 
Table 9 for the Ohlson model indicate that the 
adapted model has an effectiveness substantially 
equivalent to the original model in the prediction of 
insolvency within the 4 year horizon.   

The same results are confirmed if we compare 
the first type and second type errors of the original 
models with those that occurred in the re-estimated 
models (Table 10).  

The adapted models highlight second type 
errors clearly lower than those of the original 
models, if compared with the errors exhibited by the 
latter at the cut-off points originally highlighted by 
the authors. However, an increase in first type error 
is observed (Panel B tables b4, b8 and b12 of the 
appendix).  

Comparing the originals models with the re-
estimated models and using the cut-off points that 
minimise the errors in the reference sample, the 
overall errors committed by the adapted models are 
slightly lower than those emerging from application 
of the original models at the cut-off point that 
minimises the error.  

To conclude, the new re-estimated models 
formulated for estimation of the probability of 
failure at 2, 3 and 4 years have an effectiveness 
better than or equal to the original models. The 
model that improves most is the Ohlson model; 
however, the effectiveness of the latter is lower than 
the Altman model, which is the best performing one. 

In addition, the new re-estimated models 
determine the probability of failure of a company 
over a horizon of 4, 3 and 2 years. This aspect does 
not emerge from the original models; in fact, Altman 
(1983) and Taffler (1984) do not determine the 
probability of failure of a company, whereas Ohlson 
(1980) determines the probability of failure of a 
company only up to the two years prior to 
manifestation of the crisis. 
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Table 10.  Comparison of first type and second type errors of the models re-estimated according to 
method 2 with the original models 

 

 

Original cut-off points Cut-off points with minimum error 
Cut-off points with minimum error 

in  re-estimated model 

Second Type 
Error 

First Type 
Error 

Second Type 
Error 

First Type 
Error 

Second Type 
Error 

First Type 
Error 

No. % No. % No. % No. % No. % No. % 

4 year prediction 

Altman 
model 

23,365 83.50 6 1.26 7,384 26.39 101 21.13 5,188 18,54 125 26.15 

Taffler 
model 

13,473 48.15 54 11.30 9,354 33.43 111 23.22 7,600 27.16 140 29.29 

Ohlson 
model 

7,136 25.50 225 47.07 11,819 42.24 124 25.94 8,260 29.52 187 39.12 

3 year prediction 

Altman 
model 

23,062 82.42 8 1.67 5,809 20.76 81 16.95 5,042 18.02 88 18.41 

Taffler 
model 

13,700 48.96 48 8.79 6,523 23.31 118 24.69 7,966 28.47 99 20.71 

Ohlson 
model 

6,884 24.60 277 42.05 12,650 45.21 90 18.83 7,390 26.41 179 37.45 

2 year prediction 

Altman 
model 

23,217 82.97 5 1.05 3,896 13.92 71 14.85 5,683 20.31 36 7.53 

Taffler 
model 

13,524 48.33 29 6.07 3,354 11.99 112 23.43 8,260 29.52 52 10,88 

Ohlson 
model 

7,116 25.43 125 26.15 8,113 21.76 104 28.99 4,029 14.40 165 34.52 

 

5. CONCLUSIONS, IMPLICATIONS, LIMITATIONS 
AND FUTURE RESEARCH 

 
The research has several objectives: firstly, to test 
the degree of effectiveness of the insolvency 
prediction models most widely used in the literature, 
including recent works (Jackson and Wood, 2013), 
with reference to Italian manufacturing companies; 
secondly, to modify the insolvency prediction 
models selected with the aim of identifying a 
company insolvency “alert model” which can be 
used by the various stakeholders; lastly, to compare 
the effectiveness of the re-estimated models with 
the original models.  

The empirical analysis highlighted that the 
original models of Altman (1983) and Taffler (1984) 
have a high percentage of effectiveness in 
identification of the failed companies, but are 
characterised by the following aspects:  

- Altman (1983) highlights a high second type 
error, if one single cut-off point is assumed3. In fact, 
a significant number of non-failed companies are 
identified as failed;  

- according to Taffler (1984), one non-failed 
company out of two is considered a failed company.   

These results suggest that, if the models are 
used to take decisions (for example, the granting of 
a loan by a bank), they would entail a reduction in 
the number of “potentially” reliable companies and, 
conversely, a high safety level concerning the 
probable lack of insolvency on the part of the 
companies granted the loan.  The models therefore 
exhibit a very prudent and conservative approach in 
terms of their predictions.  

With reference to the Ohlson model (1980) in 
the prediction of insolvencies at 2 years from the 
year of manifestation of the crisis, the error 
committed in identification of a non-failed company 
is roughly similar to the error committed in 

                                                           
3 Between the two cut-off points established by the original model, 2.91 was 
prudently chosen to make it comparable with the others. 

identification of a failed company. Furthermore, 
correct identification of the non-failed companies is 
higher than the models previously analysed, with a 
lower ability to predict the defaults (high first type 
error). 

The results obtained from the empirical 
investigation suggest that the original models are 
not suited to the Italian economic context; in fact, 
the overall prediction error of said models 
significantly decreases if the cut-off point is varied 
with respect to the one used in the original model4. 
This may be due to different reasons: 

- firstly, the original models were created in a 
period characterised by a different economic context 
from the current one,  in terms of both number of 
companies and characteristics of their financial 
structure; 

- the Italian economic context differs from the 
context (British and American) on which the original 
models were defined. The sample used by this study, 
representing the entire population of Italian 
manufacturing companies having the requirements 
illustrated in par. 3.1, is composed mostly of small 
to medium-sized enterprises. In fact, 99.9% of the 
companies in the sample have a turnover lower than 
50 million Euro and 61.5% have a turnover lower 
than 5 million Euro.  

The original models of the authors are 
therefore significantly improved by applying to them 
(with the original weights of the variables) cut-off 
points different from the original ones recalculated 
with reference to the Italian context. 

Lastly, after re-estimation of the above models, 
a slight improvement emerges in the percentages of 
correct prediction of the crisis. The re-estimation of 
the models was obtained by calculating new weights 
of the variables and applying the same models to the 
new cut-off points.  

The improvement obtained with respect to the 
original models nevertheless still highlights the 

                                                           
4 The new cut-off points are calculated with reference to the sample of 
Italian companies used in this study. 
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existence of significant errors concerning the ability 
to correctly classify the companies among the “non-
failed companies” and the “failed” companies. It is 
therefore necessary to include new variables in the 
models or modify some of those already present.   

This study makes a series of contributions to 
the literature:  

- firstly, the effectiveness of the company 
insolvency prediction models is evaluated in the 
Italian economic context of the manufacturing 
companies, which have been badly affected by the 
crisis; therefore, it constitutes an important field of 
observation; 

- secondly, the study highlighted a significant 
improvement in the models with respect to the 
original versions;   

- thirdly, the new re-estimated models also 
determine the probability of failure of a company 
over a horizon of  4, 3 and 2 years. This aspect does 
not emerge from the original models: Altman (1983) 
and Taffler (1984) do not determine the probability 
of failure of a company, while Ohlson (1980) 
determines the probability of failure of a company 
only as far as the two years preceding manifestation 
of the crisis; 

- this study has not concentrated on the 
effectiveness of the company insolvency prediction 
models one year prior to manifestation of the crisis. 
In the opinion of the authors, this prediction is not 
useful as the time span is too short to make a series 
of useful corrective interventions aimed at company 
turnaround. Consequently, an alert model one year 
prior to manifestation of the crisis would have no 
significance; 

- lastly, interpreting this study in the context of 
the Stakeholder Theory (Freeman, 1984; Donaldson 
and Preston, 1995),  the different stakeholder 
categories can better understand the company 
situation, i.e. to what extent the company is likely  to 
undergo a crisis. In fact, each of these parties, in 
various ways, directly or indirectly undergoes the 
effects of the global economic crisis: therefore, the 
study of company insolvency and the possibility of 
forecasting it in advance to avoid worse 
consequences are of interest to civil society in 
general, i.e. the context in which the company 
operates.  

The study is characterised by a series of 
theoretical and practical implications. The 
theoretical implications are also connected with the 
possible developments of the research via an 
“adaptation” of the traditional models (discriminant, 
logit and regressive) with some variables able to 
significantly contribute to improvement of their 
performances. This aspect derives from the 
awareness that, with a view to improving the first 
and second type errors, one choice could be that of 
reformulating the variables of the models, adding 
new variables or removing some of those already 
present. This activity will be the subject of future 
research. As regards “adaptation” of the traditional 
models (discriminant, logit and regressive), the work 
programme is to add/modify some variables in the 
original configuration of the models. The objective is 
to test the influence of some non-accounting 
variables (quantitative or qualitative) on the 
performances of the models. The non-accounting 
variables considered could be those that are 
structured and available to parties outside the 

companies (such as the macroeconomic variables, 
the sector information, etc.). Other variables could 
be of a non-structured type and typically not known 
to parties outside the company (such as the 
management quality, the presence of independent 
directors, the presence of management control 
systems, the R&D activity, etc.).  

The practical implications of the research 
derive from the fact that the ability to effectively 
predict the manifestation of a situation of company 
insolvency has emphasised the role of the prediction 
models for the parties who, in various ways, have or 
will have expectations in terms of the company’s 
results (banks, suppliers of goods and services and 
other stakeholders). The new characteristics of 
company insolvency, on the one hand, and the 
general ineffectiveness of the prediction models 
(especially in relation to second type errors), on the 
other, are stimulating the scholars to identify a 
series of correctives to the traditional models in 
order to improve their performance and to create 
new alert model.  

The study has a number of limitations, namely: 
- the difficulty of accurately identifying the 

companies in financial difficulty. The failed 
companies are only a part of the companies in 
financial difficulty. While the failed companies (or 
those that resort to procedures established by the 
Bankruptcy Law) appear in official and public 
documents (registration with the Chamber of 
Commerce), the other companies in financial 
difficulty are not recorded in any official source. For 
this reason the number of companies in financial 
difficulty is certainly higher than the number of 
failed companies; 

- the number of failed companies has been 
considerably reduced due to non-availability of the 
financial statements for all the years involved in the 
analysis.  
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APPENDIX 
 

Below, the results are distinguished according 
to the research objectives that were achieved via the 
first two phases of the research, while the third 

phase of the research is included under the 
discussion. 

 
Panel A. Verification of effectiveness of the original company insolvency prediction models 

 
Table A.1. Effectiveness of original models estimated via Theta 

 
Models Theta SETheta Z AR 

Altman 4 year prediction 82.87% 0.012 28.260 0.66 

Taffler 4 year prediction 77.92% 0.013 22.154 0.56 

Ohlson 4 year prediction 71.39% 0.013 15.957 0.43 

Altman 3 year prediction 87.38% 0.010 35.960 0.75 

Taffler 3 year prediction 80.83% 0.012 25.533 0.62 

Ohlson 3 year prediction 74.22% 0.013 18.475 0.48 

Altman 2 year prediction 92.86% 0.008 52.368 0.86 

Taffler 2 year prediction 84.28% 0.011 30.364 0.69 

Ohlson 2 year prediction 83.47% 0.011 29.135 0.67 

 
Figure A.1. ROC Curve of original models 

 

  

 

 

 
The results of the application of the original individual prediction models are shown below. 
 

A) Altman model 
Table A.2. First and second type errors for the Altman model 

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-off 
% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd Type 
Error 

% Failed 
1st Type 

Error 

0.05 17.03 82.97% 98.95 1.05% 17.58 82.42% 98.33 1.67% 16.50 83.50% 98.74 1.26% 

0.1 39.69 60.31% 98.54 1.46% 41.18 58.82% 96.03 3.97% 39.60 60.40% 93.93 6.07% 

0.2 75.59 24.41% 92.89 7.11% 77.74 22.26% 83.47 16.53% 77.02 22.98% 74.90 25.10% 

0.3 94.10 5.90% 74.90 25.10% 95.06 4.94% 47.28 52.72% 94.86 5.14% 35.15 64.85% 

0,4 98.75 1.25% 57.95 42.05% 99.10 0.90% 23.22 76.78% 99.11 0.89% 9.83 90.17% 

0,5 99.67 0.33% 45.19 54.81% 99.73 0.27% 14.02 85.98% 99.77 0.23% 3.77 96.23% 

0,6 99.87 0.13% 36.82 63.18% 99.90 0.10% 6.69 93.31% 99.94 0.06% 1.88 98.12% 

0,7 99.94 0.06% 28.66 71.34% 99.97 0.03% 3.97 96.03% 99.97 0.03% 1.26 98.74% 

0,8 99.96 0.04% 21.13 78.87% 99.98 0.02% 2.30 97.70% 99.99 0.01% 0.84 99.16% 

0,9 99.97 0.03% 15.48 84.52% 99.99 0.01% 2.09 97.91% 100.00 0.00% 0.42 99.58% 
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The percentages of correct prediction and the 
first and second type errors at the various cut-off 
points used for construction of the curve are 
illustrated in the table. The cut-off points analysed 
vary from 0.1 to 0.9 with step 0.1. They also 

comprise one of the cut-off points identified by the 
author, the 2.91 cut-off point, which indicates a 
probability of default equal to 1/(1+exp(2.9)) 
= 0.05166. 

 
B) Taffler model  

Table A.3. First and second type errors for the Taffler model  

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-off 
% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

0.1 39.94 60.06% 96.23 3.77% 38.55 61.45% 95.40 4.60% 39.01 60.99% 94.35 5.65% 

0.2 43.96 56.04% 95.40 4.60% 42.76 57.24% 94.35 5.65% 43.33 56.67% 92.26 7.74% 

0.3 46.79 53.21% 94.77 5.23% 45.91 54.09% 92.89 7.11% 46.69 53.31% 89.75 10.25% 

0.4 49.29 50.71% 94.56 5.44% 48.54 51.46% 92.68 7.32% 49.20 50.80% 89.12 10.88% 

0.5 51.67 48.33% 93.93 6.07% 51.04 48.96% 91.21 8.79% 51.85 48.15% 88.70 11.30% 

0.6 54.22 45.78% 93.72 6.28% 53.63 46.37% 89.75 10.25% 54.50 45.50% 86.40 13.60% 

0.7 56.92 43.08% 93.10 6.90% 56.43 43.57% 87.45 12.55% 57.54 42.46% 84.10 15.90% 

0.8 60.35 39.65% 91.84 8.16% 60.18 39.82% 85.98 14.02% 61.44 38.56% 79.71 20.29% 

0.9 65.87 34.13% 89.54 10.46% 66.27 33.73% 82.01 17.99% 67.51 32.49% 75.31 24.69% 

 
The cut-off point identified by the Author is equal to zero which, converted into probability, corresponds 

to 0.5 (1/(1+exp(0))=0.5). 
 

C) Ohlson model 
Table A.4. First and second type errors for the Ohlson model 

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-off 
% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

0.1 28.51 71.49% 98.33 1.67% 27.87 72.13% 95.19 4.81% 26.74 73.26% 95.40 4.60% 

0.2 43.64 56.36% 94.56 5.44% 43.71 56.29% 88.91 11.09% 41.94 58.06% 85.77 14.23% 

0.3 55.73 44.27% 89.12 10.88% 55.73 44.27% 79.29 20.71% 54.29 45.71% 76.78 23.22% 

0.4 65.89 34.11% 81.59 18.41% 66.38 33.62% 67.57 32.43% 64.79 35.21% 66.11 33.89% 

0.5 74.57 25.43% 73.85 26.15% 75.40 24.60% 57.95 42.05% 74.50 25.50% 52.93 47.07% 

0.6 82.97 17.03% 62.13 37.87% 83.60 16.40% 42.68 57.32% 83.32 16.68% 40.17 59.83% 

0.7 91.23 8.77% 49.79 50.21% 92.01 7.99% 27.20 72.80% 91.52 8.48% 21.97 78.03% 

0.8 97.50 2.50% 39.96 60.04% 98.01 1.99% 12.55 87.45% 97.53 2.47% 7.53 92.47% 

0.9 99.65 0.35% 29.92 70.08% 99.82 0.18% 6.07 93.93% 99.84 0.16% 1.46 98.54% 

 
The cut-off point identified by the Author is equal to 0.5. 

 
Panel B. Re-estimation of company insolvency models  and verification of their effectiveness 

 
A) Altman model 

 
Table B.1. Effectiveness of the adapted Altman model estimated via Theta following method 1 

 
Models Theta SETheta Z AR 

Altman 4 year prediction training 80.68% 0.012 25.718 0.61 

Altman 4 year prediction validation 83.75% 0.011 29.546 0.67 

Altman 3 year prediction training 87.39% 0.010 36.441 0.75 

Altman 3 year prediction validation 87.70% 0.010 36.636 0.75 

Altman 2 year prediction training 91.88% 0.009 48.308 0.84 

Altman 2 year prediction validation 91.82% 0.009 48.172 0.84 

 
Table B.2. First and second type errors for the Altman model following method 1 

 
 2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-
off 

% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

% Non-
Failed 

2nd Type 
Error 

% 
Failed 

1st Type 
Error 

% Non-Failed 
2nd Type 

Error 
% Failed 

1st Type 
Error 

p. 1 83.35 16.65% 88.49 11.51% 81.22 18.78% 79.92 20.08% 80.17 19.83% 73.43 26.57% 

p. 2 72.42 27.58% 93.72 6.28% 60.28 39.72% 92.47 7.53% 58.39 41.61% 88.08 11.92% 

The table illustrates the first and second type 
errors at the point p. 1 which minimizes the overall 
error (1st type error + 2nd type error) giving equal 
weight to both the errors. The cut-off point  p. 2 
corresponds to the point that minimizes the 

classification error, attributing 2/3 weight to the 
first type error (i.e. incorrect classification of a failed 
company) and 1/3 weight to the second type error 
(i.e. incorrect classification of a non-failed company).  
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Table B.3. Effectiveness of the adapted Altman model estimated via Theta following method 2 

 
Models Theta SETheta Z AR 

Altman prediction  training 87.31% 0.006 62.810 0.75 

Altman 2 year prediction validation 93.24% 0.008 54.144 0.86 

Altman 3 year prediction validation 87.92% 0.010 37.120 0.76 

Altman 4 year prediction validation 83.39% 0.012 29.003 0.67 

 
Table B.4. First and second type errors for the Altman model following method 2 

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-
off 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st  

Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

p. 1 79.69 20.31% 92.47 7.53% 81.98 18.02% 81.59 18.41% 81.46 18.54% 73.85 26.15% 

p. 2 65.35 34.65% 96.03 3.97% 67.46 32.54% 89.33 10.67% 66.71 33.29% 84.10 15.90% 

 
B) Taffler model 
 

Table B.5. Effectiveness of adapted Taffler model estimated via Theta following method 1 

 
Models Theta SETheta Z AR 

Taffler 4 year prediction  training 81.20% 0.012 25.933 0.62 

Taffler 4 year prediction validation 78.22% 0.013 22.489 0.56 

Taffler 3 year prediction training 84.48% 0.011 31.054 0.69 

Taffler 3 year prediction validation 83.50% 0.011 29.172 0.67 

Taffler 2 year prediction training 91.06% 0.009 45.429 0.82 

Taffler 2 year prediction validation 90.05% 0.009 42.418 0.80 

 
Table B.6. First and second type errors for the Taffler model following method 1 

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-
off 

% 
Non-
Faile

d 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% Failed 
1st 

Type 
Error 

p. 1 80.55 19.45% 82.43 17.57% 68.66 31.34% 82.01 17.99% 72.94 27.06% 70.08 29.92% 

p. 2 71.96 28.04% 88.08 11.92% 47.88 52.12% 94.77 5.23% 50.43 49.57% 88.28 11.72% 

 
Table B.7. Effectiveness of adapted Taffler model estimated via Theta following method 2 

 
Models Theta SETheta Z AR 

Taffler prediction training 85.36% 0.006 56.353 0.71 

Taffler 2 year prediction validation 90.21% 0.009 42.899 0.80 

Taffler 3 year prediction validation 83.25% 0.012 28.810 0.67 

Taffler 4 year prediction validation 78.44% 0.013 22.729 0.57 

 
Table B.8. First and second type errors for the Taffler model following method 2 

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-
off 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

p. 1 70.48 29.52% 89.12 10.88% 71.53 28.47% 79.29 20.71% 72.84 27.16% 70.71 29.29% 

p. 2 51.92 48.08% 94.98 5.02% 51.84 48.16% 92.47 7.53% 52.73 47.27% 87.45 12.55% 

C) Ohlson model 
 

Table B.9. Effectiveness of adapted Ohlson model estimated via Theta following method 1 

 
Models Theta SETheta Z AR 

Ohlson 4 year prediction training 81.69% 0.012 26.941 0.63 

Ohlson 4 year prediction validation 78.60% 0.012 22.902 0.57 

Ohlson 3 year prediction training 90.42% 0.009 44.063 0.81 

Ohlson 3 year prediction validation 84.12% 0.011 30.120 0.68 

Ohlson 2 year prediction training 89.42% 0.010 41.233 0.79 

Ohlson 2 year prediction validation 89.91% 0.009 42.024 0.80 
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Table B.10. First and second type errors for the Ohlson model following method 1 

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-
off 

% 
Non-

Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% 
Non-

Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st Type 
Error 

p. 1 79.40 20.60% 82.85 17.15% 77.60 22.40% 72.18 27.82% 61.04 38.96% 83.05 16.95% 

p. 2 68.26 31.74% 90.79 9.21% 73.59 26.41% 77.41 22.59% 50.93 49.07% 89.75 10.25% 

 
Table B.11. Effectiveness of adapted Ohlson model estimated via Theta following method 2 

 
Models Theta SETheta Z AR 

Ohlson prediction  training 73.57% 0.008 31.275 0.47 

Ohlson 4 year prediction validation 71.93% 0.013 16.422 0.44 

Ohlson 3 year  prediction validation 74.68% 0.013 18.900 0.49 

Ohlson 2 year prediction validation 82.27% 0.012 27.418 0.65 

 
Table B.12. First and second type errors for the Ohlson model following method 2 

 

 
2 year prediction 3 year prediction 4 year prediction 

Non-Failed Failed Non-Failed Failed Non-Failed Failed 

Cut-
off 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

% Non-
Failed 

2nd 
Type 
Error 

% 
Failed 

1st 
Type 
Error 

p. 1 85.60 14.40% 65.48 34.52% 73.59 26.41% 62.55 37.45% 70.48 29.52% 60.88 39.12% 

p. 2 58.84 41.16% 89.33 10.67% 42.07 57.93% 92.05 7.95% 41.22 58.78% 92.26 7.74% 

 

 

 

 

 

 

  


