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A B S T R A C T   

This paper aims to model and simulate tool wear in drilling of Inconel 718 under two different cooling condi-
tions, using an innovative numerical procedure. Although tool wear models can be implemented in most of finite 
element analysis (FEA) software to calculate the tool wear rate, there is a great limit due to the inability of all 
these software to update the geometry of the worn tool. In order to overcome this limitation, a subroutine able to 
modify the tool geometry based on a given tool wear model was developed and implemented in DEFORM 3D, an 
implicit FEA software. Experimental tests were performed to measure tool wear in drilling using conventional 
metal working fluids (MWF) and liquid nitrogen (LN2) cooling. Experimental data were used to calibrate the tool 
wear model and to validate the drilling models. A comparison between simulated and measured results 
demonstrated the suitability of the developed drilling model to predict tool wear under both MWF and LN2 
cooling conditions. Therefore, the developed model can be efficiently used to evaluate the influence of the 
cutting conditions (including cooling conditions) on tool wear, minimizing the number of expensive and time- 
consuming tool wear tests.   

1. Introduction 

Nickel-based alloys are well-known and interesting materials due to 
their chemical, physical and mechanical properties. This family of alloy 
is characterised by high melting temperature, great resistance to 
corrosion and creep phenomena, high wear resistance and high strength 
at elevated temperature [1]. Therefore, these materials are widespread 
in advanced manufacturing industries (such as: automotive, aerospace, 
chemical, energy, and medical) for manufacturing components oper-
ating in corrosive environment and/or under high thermal and me-
chanical loadings. Some examples of products made of Nickel-based 
alloys are in general critical jet engine components, power generation 
systems, components of nuclear reactors, valves and distributors for 
chemical and petrochemical installations. The main drawback of these 
alloys is their poor machinability due to their enhanced mechanical 
properties. Therefore, high tool wear and low productivity may increase 
the machining costs up to five times when compared to plain carbon 
steel [2,3]. The machining costs also increase because of the high surface 
integrity requirements of critical components made of Nickel-based al-
loys [4]. Studies on this topic demonstrated that inadequate machining 
conditions are detrimental for the final surface integrity [5]. In 

particular, tool wear must be carefully monitored to avoid excessive 
surface damages and tensile residual stresses in the final part [6]. Cut-
ting tool materials play an important role in machining such materials. 
For instance, polycrystalline cubic boron nitride (PCBN) inserts guar-
antee low tool wear and high productivity with respect to physical 
vapour deposition (PVD) coated cemented carbide [7,8]. It was 
demonstrated that tool life can be also increased using assisted 
machining solutions [9], such as high-pressure jet [10] and cryogenic 
cooling [11]. 

Due to its relevance in cutting, many researchers have focused their 
attention on modelling tool wear. Different wear models were developed 
depending on the wear mechanisms involved in cutting (adhesion, 
abrasion [12–14], diffusive wear [14–18], corrosion). All these models 
describe the wear evolution throughout analytical equations, which 
estimate the wear rate in function of process parameters [13,19,20], 
work material properties, tool material properties, and tool geometry 
[15,16,21]. 

The first finite element (FE) model of cutting was developed in the 
70’s [22]. This FE model was used to analyse the soil performance under 
the action of the blade and to optimise the rake angle of the cutting tool. 
The development of FE models for metal cutting starts in the 80’s and 
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90’s [23]. Due to the low computational performance of the worksta-
tions, the finite element analysis (FEA) was limited to the simulation of 
the orthogonal cutting process, which can be modelled as two dimen-
sional (2D). In particular, 2D FE models were developed to study the 
influence of tool geometry and cutting regime parameters on chip flow 
[24], cutting force [25] and to study the fatigue failure mechanisms of 
tools [26]. In this period, very few three-dimensional (3D) models of 
oblique cutting [27,28] can also be found in literature. The increase of 
computational performance and the development of new solver algo-
rithms led to a wide spread of FEM-based simulations of the metal cut-
ting process [29,30]. 3D FE models were developed to simulate turning 
[31], milling [32] and drilling [33] operations. These models are used to 
predict the metal cutting performance (forces, temperatures, etc) and 
the surface integrity. Attanasio et al. [34] developed a 3D model for 
predicting the surface integrity in turning. The influence of consecutive 
passes was studied. Umbrello et al. [35] studied the influence of the 
coefficient of the constitutive model on the FEM results. Pujana et al. 
[36] used FE analysis for the inverse identification of the parameters of 
the material constitutive model. The influence of tool geometry and tool 
coating on the temperature distribution in the tool was analysed by 
M’Saoubi et al. [37]. Klocke et al. [38] developed an FE model to 
investigate the high speed machining (HSM) of orthogonal cutting 
demonstrating the ability of this technique in describing the HSM. 
Rotella et al. [39] and Jafarian et al. [40] developed and tested a FE 
model for the simulation of microstructural changes of the workpiece 
material. The FEA was also used to simulate the tool run-out effect on 
micromilling as reported by Attanasio et al. [41]. Sai Venkatesh et al. 
[42] and Xie et al. [43] used 2D FE simulation to study the influence of 
tool wear in orthogonal cutting. 

So far, very few metal cutting models are available in the literature 
for predicting tool wear in real (3D) machining operations [44], and 
nothing for drilling. Therefore, the main objective of this paper is to 
develop a simulation strategy to simulate tool wear in drilling consid-
ering the tool geometry update. All the FEM software used in cutting 
simulation can estimate the tool wear rate, but none of them are able to 
modify/update the tool geometry based on the calculated tool wear. 
Attanasio et al. [44] developed a simulation procedure to update the tool 
geometry using customised user-routines able to rebuild the geometry of 
the worn tool by modifying its mesh. Recently, some FEA software (e.g. 
Deform) implemented methods to automatically modify the geometry of 
forging dies considering the tool wear rate. However, the automatic 
update of the tool geometry in machining considering the wear rate is 
not yet available in commercial FEA software. 

The novelty of this research work is the possibility of simulating 
drilling operations considering the actual worn tool geometry. This was 
done by developing a new user-routine based on an existing one 
developed for tool wear simulation in turning [45,46]. In this 
user-routine a new algorithm for the tool geometry update was devel-
oped. The algorithm identifies small local wear volumes (LWV) of ma-
terial lost to correctly define the geometry of the worn tool. The 
predicted results in terms of tool wear evolution and drill torque were 
compared with those obtained experimentally by Outeiro et al. [47] in 
drilling Inconel 718 drilling using both conventional Metal Working 
fluids (MWF) and cryogenic cooling conditions. This comparison 
permitted to conclude that the proposed simulation strategy gives the 
possibility to properly simulate the tool wear in drilling Inconel 718 
under both cooling conditions. 

2. Experimental tests 

Drilling tests were carried out to obtain the tool wear curves and 
other relevant information to setup the cutting tool wear model. A 
description of the experimental drilling tests and corresponding results 
is detailed by Outeiro et al. [47]. In particular, tool wear tests were 
performed on a CNC milling machine (DMG model DMU 65V) equipped 
with piezoelectric dynamometer for force/torque measurement. 

Workpieces in Inconel 718 solution-treated and age-hardened (44 HRC) 
were used in the drilling tests. Table 1 and Table 2 summarise respec-
tively the chemical composition and the main mechanical properties of 
Inconel 718 as certificated by the material supplier. 

Standard coated (TiAlN coating) cemented carbide twist drills were 
chosen to perform the drilling tests. It is worth pointing out that the 
drills selected for these tests are designed to work with high pressure 
metal working fluid (MWF), delivered to the cutting zone through the 
internal cooling channels of the drill. Drill geometry was inspected ac-
cording to the ISO 3002–1/2 and DIN 1414–1/2 standards, using both 
ZOLLER Genius3/3DCheck and ALICONA InfiniteFocus. These devices 
permitted to scan the tool geometry, and to generate the drill CAD model 
for the numerical simulations. Drill geometry is summarised in Table 3. 

The tool wear tests were performed under cryogenic (LN2) cooling 
and conventional MWF conditions. LN2 was delivered to the cutting 
zone at a pressure of 10 bars. A MWF composed by 5% of synthetic fluid 
(VULSOL 5000 S from TOTAL) mixed with water was delivered to the 
cutting zone with a pressure of 20 bars. 

The optimal cutting conditions for each cooling strategy were ob-
tained applying the concept of minimal specific cutting force, according 
to NF E66-520 standard. Table 4 shows the optimal cutting condition 
defined for each cutting fluid. 

During the tests, tool wear parameter VB and drilling torque were 
measured. The tool wear was measured using the ALICONA Infin-
iteFocusSL, an optical 3D measurement system, which guarantees a 
measuring accuracy of 0.5 μm. The torque was measured by a Kistler 
piezoelectric dynamometer (model 9123C) which guarantees a 
measuring accuracy of 0.2 Nm. The natural frequency of the dyna-
mometer is equal to 2 kHz. The frequencies of the force signals of each 
cutting conditions are respectively equal to 8.8 Hz for LN2 and to 21.2 
Hz for MWF. These being values lower than the natural frequency of the 
dynamometer, the measured values can be considered reliable. 

3. Tool wear modelling and simulation 

3.1. FE model of drilling 

FE simulations of Inconel 718 drilling were conducted on Deform3D 
(Scientific Forming Technologies Corporation, Ohio), a commercial FEA 
software. Fig. 1a shows the geometry and mesh of the model, which 
includes a deformable workpiece and a rigid tool. 

The workpiece geometry was a cylinder with a hole reproducing the 
profile of the drill. The CAD model was meshed with more than 100 000 
tetrahedral elements. The minimum and the maximum element sizes 
were respectively set equal to 0.03 mm and 0.6 mm. The highest mesh 
density region was set on the contact zone between tool and workpiece 
in order to ensure a good mesh definition in the cutting zone (Fig. 1a). 
The thermo-visco-plastic behaviour of the Inconel 718 was selected from 
the material database of Deform 3D. The flow stress was obtained from 
material characterization tests performed by the Aerospace 
Manufacturing Technologies of the National Research Council of Canada 
for the Scientific Forming Technologies Corporation (the developer of 
DEFORM). The flow stress curves of Inconel 718 at different strain rates 
and temperatures are shown in Fig. 2a and Fig. 2b, respectively. 

The tool was meshed with more than 340 000 tetrahedral elements 
setting a minimum element size of 0.03 mm and a maximum element 
size of 0.5 mm. A high mesh density was used around the cutting edge in 
order to reproduce its exact geometry and also to better represent the 
geometry of the worn tool (Fig. 1b). The physical, thermal and me-
chanical properties of the tool (substrate and coating) were selected 
from Deform3D database. Table 5 summarises these properties. 

The tool-workpiece and tool-chip contacts were represented by Eq. 
(1), 

τf =m⋅k (1)  
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where τf is the tangential stress at the contact interface, k is the shear 
yield stress and m is the shear friction factor. 

The values of the shear friction factor for each cooling condition 
were determined through tribological tests (Table 6). 

A thermo-mechanical analysis was performed. The determination of 
the heat exchange among tool, workpiece and cutting fluid is very 
critical for an accurate prediction of the temperature distribution in the 
tool and workpiece. It is possible to manage the heat transfer among 
tool, workpiece and cutting fluid through the cutting fluid temperature 
(Tf ), heat conduction coefficient (hcond) across the tool-workpiece and 
tool-chip interfaces and heat convection coefficient (hconv) with the 
cutting fluid. In metal cutting simulation, a high value of hcond [48] is 
often used to reach the thermal steady state in a very short time. For this 
reason, this coefficient was set equal to 105 kW/(m2 K). The determi-
nation of hconv is difficult, in particular under cryogenic cooling condi-
tions, since it depends on several factors [49,50]. This coefficient was 
determined by Outeiro et al. [47] for both LN2 and conventional MWF. 
Their values are presented in Table 6. 

3.2. Procedure for tool wear simulation 

3.2.1. General description 
The flowchart of Fig. 3 shows the developed procedure to perform 

tool wear simulations. Before running the user-routine to simulate the 
tool wear (grey rectangle in Fig. 3), it is necessary to run simulations to 
reach the force and temperature steady state during the drilling process. 
These simulations permit to calculate the temperature distribution in the 
cutting zone (tool, workpiece and chip), the distribution of the contact 
pressure between the tool and the chip, and the sliding velocity of the 
chip on the tool rake face. 

Therefore, first step of the procedure aims to reach both mechanical 
and thermal steady-states. To reach the mechanical steady state, a 
Lagrangian incremental (IL) simulation is run. The mechanical steady- 
state is reached when a sufficient chip is formed, and the tool-chip 
contact length remains constant (i.e. the chip is curved and starts to 
separate from the tool rake face). Under these conditions, the drilling 
torque is constant. Once the mechanical steady-state is reached, the 
simulation must be switched from Lagrangian incremental to Arbitrary- 
Lagrangian-Eulerian (ALE). ALE formulation requires specific boundary 
conditions that include the definition of proper free surfaces, corre-
sponding to the end surfaces of the chip, and proper thermal boundary 

Table 1 
Chemical composition of Inconel 718 in weight percentage.  

Ni Cr Fe Mo Nb Co Mn Cu 

50.0–55.0 17.0–21.0 17 2.8–3.3 4.75–5.5 <1.0 <0.35 <0.3 
Al Ti Si C S P B  
0.2–0.8 0.65–1.15 <0.35 <0.08 <0.015 <0.015 <0.006   

Table 2 
Mechanical properties of Inconel 718.  

Tensile Strength, Ultimate min. 1375 MPa 

Tensile Strength, Ultimate at 650 ◦C min. 1100 MPa 
Tensile Strength, Yield min. 1100 MPa 
Tensile Strength, Yield at 650 ◦C min. 980 MPa 
Elongation at Break min. 25% 
Elongation at Break at 650 ◦C min. 18%  

Table 3 
Drill geometry according to the ISO 3002–1/2 and DIN 1414–1/2 standards.  

Parameter Value Parameter Value Parameter Value Parameter Value 

drill diameter 12.015 mm point angle 143.4◦ chisel edge centrality 0.013 mm normal rake angle − 10◦–32◦

back taper 0.09◦ drill runout 0.007 mm web thickness 0.173 mm normal clearance angle 10◦–18◦

helix angle 30◦ chisel edge angle 56.7◦ gash face angle 64◦ average edge radius 55 μm 
margins width 0.837 mm chisel edge length 0.397 mm gash radius 1.420 mm   

Standard deviation of length measurement (3 repetitions): ±0.5 μm. 

Table 4 
Cutting conditions used in drilling.  

Fluid Pressure (bar) Cutting speed, Vc (m/min) Feed, f (mm/rev) 

LN2 10 10 0.11 
MWF 20 24 0.11  

Fig. 1. a) 3D FE model of drilling and b) detail of the mesh on the drill cutting edge.  
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conditions. At this stage, both cutting torque, and heat flow are constant 
as shown in Fig. 4. 

Once the process steady state is reached, it is possible to simulate the 
tool wear. The second step is an iterative strategy (Fig. 3), repeated until 
reaching the final drilling time (tend). At each iteration the incremental 
wear (ΔVBi) is calculated for all the nodes of the tool cutting edge. First, 
it is necessary to set the discretisation time (Δt in Figs. 3 and 5). This 
time corresponds to the interval of time used to measure the tool wear 
experimentally. This time is used by the user-routine to calculate the tool 
wear increment (ΔVBi) as described below. According to the experi-
mental tests, the discretisation time was set equal to 30 s. 

The computational time needed to run a of simulation of 15 min of 
cut is close to 90 h. 

The tool wear rate model must be carefully selected, since this model 
strongly affects the simulation results. The core of this procedure is the 
user-routine, which allows to update the tool geometry according to the 
calculated tool wear rate. For this purpose, a new user-routine (Fig. 5) 
was developed for drilling, based on an existing one developed to 
simulate tool wear in turning [44,45]. 

When the user-routine is executed the tool wear rate distribution on 
the cutting edge is calculated (Step 2.1 in Fig. 5). Considering the steady 
state obtained from Step 1 and the selected tool wear model, the 
developed algorithm calculates the tool wear rate value of each node of 
the cutting edge. 

Therefore, the user-routine can calculate the increment of the tool 
wear (ΔVBi) for the iteration using Eq. (2). 

ΔVBi =
∂W(ti)

∂t
⋅Δt + VB0 ∀n ∈ [1,N] (2)  

where i is the iteration number, n is the node number, N is the total node 
number of the cutting edge, ti is the current time, ΔVBi is the flank wear 
increment of the current iteration, ∂W(ti)

∂t is the tool wear rate at the 

current time and Δt is the discretisation time. VB0 is set equal to the 
initial tool wear at the first iteration (for i= 1) and zero after the first 
iteration (for i > 1). 

3.2.2. Empirical model of tool wear rate 
Fig. 6 shows the results of the tool wear tests for both cryogenic 

cooling and MWF conditions obtained by Outeiro et al. [47]. Observing 
this figure, it is possible to identify the typical trend characterising the 
tool flank wear VB curves as described in several publications [51–53]. 

For both cooling condition, the collected data show a very short 
duration of the first region (primary [51,52] or running-in Ref. [53] 
wear) of only 30 s. This region is characterised by an accelerated wear of 
the tool and it seems that the cooling condition does not affect its 
duration. After 30 s of cutting, the drills showed a flank wear equal to 
0.078 mm and 0.085 mm for LN2 and MWF, respectively. The second 
region (steady state wear [51–53]) is the operating region of the tool and 
it is characterised by constant and progressive tool wear. When drilling 
under cryogenic cooling condition this region has a duration of only 8 
min; while under MWF this duration is greater than 20 min. Concerning 
the third region (tertiary [51,52] or rapid [53] wear), this region is not 
observable for MWF cooling condition (Fig. 6b), while it is evident for 
cryogenic cooling (Fig. 6a). This is because, according to ISO standards 
[54–56], it was decided to stop the drilling tests once reached the mean 
flank wear limit of 0.3 mm. To conclude, the best tool life in drilling 
Inconel 718 is achieved using MWF. This result was expected, since the 
geometry/material of the drill was designed to work under MWF 
conditions. 

The empirical models of tool wear rate for cryogenic cooling and 
MWF were obtained from the experimental tool wear curves shown in 
Fig. 6. Equations (3) and (4) report these wear rate models in function of 
cutting time for both cryogenic cooling and MWF, respectively. These 
models were obtained by fitting the experimental data for the steady 
state regions using a second order polynomial function and finding the 
derivatives of these functions. 

∂W
∂t

= − 0, 0004⋅t + 0, 0153; VB0 = 0.078 mm (3)  

∂W
∂t

= 0, 0034⋅t + 0, 0087; VB0 = 0.085 mm (4) 

The analysis was limited to the second tool wear region in order to 
consider just the operating region of the tool. 

A preliminary iteration was run to generate an initial tool geometry 
including VB0. The tool wear value set in the algorithm during this first 
iteration corresponds to the flank wear value measured at the end of the 
primary wear region. 

The choice to focus on the steady state wear region is not due to any 
kind of limitation of the simulation procedure. This procedure can also 
be applied to the primary and the tertiary wear regions. To do it, it is just 
necessary to define a suitable tool wear model that includes also these 
two regions. It was decided to limit the analysis to the second tool wear 
region because the first region showed a very short duration (lower than 

Fig. 2. Flow stress curves of Inconel 718 at a) several strain rates and b) several temperatures.  

Table 5 
Physical, thermal and mechanical properties of the tool (subtract and coating).  

Parameter Substrate (WC/Co) Coating (TiAlN) 

Thermal conductivity 59 N/s/C 30 N/s/C 
Heat capacity 15 N/mm2/C 15 N/mm2/C 
Emissivity 0.7 0.7 
Thermal expansion 5e-06 C− 1 8e-06 C− 1 

Density 15.7 g/cm3 5.1 g/cm3 

Young’s modulus 650000 MPa 448000 MPa 
Poisson’s ratio 0.25 0.23  

Table 6 
Shear friction factors and heat convection coefficients for MWF and LN2 [47].  

Cutting fluid m   hconv  Tf  

MWF 0.10 0.930 kW/(m2 K) 20 ◦C 
LN2 0.25 6.270 kW/(m2 K) − 170 ◦C  
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30 s) for both the cooling conditions, while the third region was only 
observed under LN2 cooling condition. Moreover, the objective of this 
work is to demonstrate the validity, the reliability, and the accuracy of 
the proposed procedure to simulate tool wear in drilling. 

3.2.3. Procedure to update the geometry of the worn tool 
The value of ΔVBi (Fig. 5) is used for the geometrical reconstruction 

of the wear profile along the cutting edge. The complexity of the drill 
geometry makes this step complex. Fig. 7 shows that the flank wear of a 
worn drill is not constant along the tool cutting edge. Due to the increase 
of the cutting speed from the drill centre to the drill periphery, the flank 
wear linearly increases from the chisel edge to the begin of the curved 
part of the cutting edge (Fig. 7a). Then, tool wear remains constant along 
the curved part of the cutting edge until the drill margins (Fig. 7b). 

Fig. 3. Simulation procedure for tool wear prediction with tool geometry updating.  

Fig. 4. Mechanical a) and thermal b) steady state regime. (MWF, VB = 0.085 mm).  
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Fig. 5. Flowchart of the subroutine algorithm for tool wear calculation and tool geometry updating.  

Fig. 6. Tool flank wear VB versus time diagrams for a) cryogenic cooling and b) MWF [47].  

Fig. 7. Flank face of the worn drill (MWF; VB = 0.256 mm) showing the a) chisel edge and the straight part of the cutting edge, b) curved cutting edge and 
drill periphery. 
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As reported by Outeiro et al. [47], the normal rake and normal 
clearance angles (γ and α in Fig. 8a) are varying along the cutting edge 
depending on the distance from the drill centre (Fig. 8b). Therefore, to 
correctly update the tool geometry, it is necessary to consider the evo-
lution of these angles along the cutting edge. 

For each node of the cutting edge (point Cn in Fig. 8a), along a section 
orthogonal to the cutting edge and crossing the node, the algorithm 
identifies the corresponding nodes on the flank face (point A in Fig. 8a), 
and on the tool rake face (point C in Fig. 8a). Knowing the coordinates of 
these nodes, the user-routine can calculates the local normal rake (γ) and 
normal clearance (α) angles. 

Both rake and clearance angles, together with ΔVBi are used to 
calculate the position (h) of the plane π3 (Fig. 8a and c). Then, the al-
gorithm determines a local volume, namely local wear volume (LWV), 
which corresponds to the volume of material loss in the zone sur-
rounding the current node of the cutting edge (Cn). This is done defining 
two planes π1 and π2, orthogonal to the cutting edge and to the plane π3 
and crossing the nodes (C1 and C2 in Fig. 8c) neighbouring Cn. The LWV 
is delimited by the π1, π2, π3 planes, and the rake and flank faces 
(highlighted volume in Fig. 8c). 

In this way, a series of local wear volumes is generated along the tool 
cutting edge (i.e. one for each node of the cutting edge). The local loss of 
volume due to wear is finally simulated automatically deleting from the 
tool mesh all the nodes contained in these local wear volumes. It is 
evident that the mesh density along the cutting edge affects the accuracy 
of the simulation. In fact, a high mesh density, which corresponds to a 
high number of elements and nodes, generates a high number of small 
LWVs, thus increasing the accuracy of tool wear prediction. Based on the 
new tool mesh, tool geometry is manually generated in the Deform3D 

preprocessor. 
Once the new tool geometry has been generated, the incremental 

Lagrangian solver is used to reach the new thermal and mechanical 
steady-state considering the worn tool geometry. Before running this 
incremental Lagrangian simulation, a data interpolation between the old 
and new tool meshes must be done. This operation is necessary to ini-
tialise the values of temperature, contact pressure and sliding velocity 
on the new worn tool mesh. 

4. Results and discussion 

4.1. Tool wear 

Fig. 9 shows the evolution of the predicted tool geometry for both 
cryogenic (Fig. 9a) and MWF (Fig. 9b) coolant conditions based on the 
simulated tool wear. 

A comparison between experimental and predicted tool flank wear 
after 21 min of cutting under MWF cooling condition is presented in 
Fig. 10. The good agreement between experimental and simulated re-
sults is evident. The simulation procedure can correctly forecast the tool 
wear change along the cutting edge. From the chisel edge until the 
curved part of the cutting edge the tool wear linearly increases, while it 
remains constant along the curved part of the cutting edge. 

Fig. 11 shows the superimposition between the experimental and the 
simulated tool flank wear VB curves for both cryogenic (Fig. 11a) and 
MWF (Fig. 11b) cooling conditions. The standard deviation of VB values 
ranges from 8 μm to 20 μm for FEM data and from 10 μm to 23 μm for 
experimental data. Observing the graphs of Fig. 11, it is possible to state 
that a good agreement is obtained between experimental and simulated 

Fig. 8. a) Schematic representation of drill wear at a given section of the cutting edge, b) variation of rake and clearance angles in function of distance from the drill 
centre [47], and c) local wear volume (LWV). 
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results. In fact, the percentage error ranges from 1% to 15% for cryo-
genic cooling and from 1% to 9% for MWF. Moreover, the maximum 
gaps between measured and simulated flank wear are very low, being 

equal to 28 μm for cryogenic cooling (cutting time equal to 2 min), and 
27 μm for MWF (cutting time equal to 21 min). Therefore, it is possible 
to state that the simulations can predict the drill flank wear evolution 

Fig. 9. Tool wear evolution for a) cryogenic and (b) MWF.  

Fig. 10. Simulated (upper) and experimental (bottom) tool wear (MWF, t = 21 min).  
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considering the different cooling conditions with high accuracy. 

4.2. Torque 

Fig. 12 shows the experimental and simulated torque for both 
cryogenic cooling and MWF conditions at four different flank wear VB 
values. The four flank wear values selected for the comparison between 
experimental and simulated outputs, were chosen with the aim of 
considering cutting times equally distributed along the tool life. Since 
the torque values are variable, Fig. 12 reports the RMS values. The 
drilling model showed a good ability to correctly predict the torque. 
Observing the results presented in Fig. 12, it is evident that the FE model 
can simulate the increase of the torque with the tool wear. The errors 
between simulated and experimental torque are low, ranging from 1% to 
6% for cryogenic, and from 14% to 20% for MWF. 

4.3. Temperature and equivalent stress distributions in the drill 

Fig. 13 shows the predicted temperature (Fig. 13a) and stress 
(Fig. 13b) distributions on the tool. As expected, both temperature and 
equivalent von Mises stress increase along the cutting edge from the drill 
centre (chisel edge) to the drill margins. This is due to the increase of the 
cutting speed from the drill centre to the margins, which generates also 
an increase of the heat generated by friction. Lower temperature and 
stress are predicted close to the drill centre, while the maximum values 
are located close to the periphery of the drill. As a consequence, tool 
wear should increase from the drill centre to the periphery of the drill, as 
observed during the experimental tests and presented in Figs. 6 and 10. 

The maximum values of the predicted temperature (Fig. 14) and 
equivalent stress (Fig. 15) were collected at different tool flank wear. 
The results show that both temperature and stress increase with the tool 
flank VB wear. Concerning the influence of the cooling conditions, 
higher temperatures were observed for the MWF cooling (Fig. 14b) 
when compared to the cryogenic cooling (Fig. 14a). This could be 
explained by the strongest cooling action of the cryogenic cooling when 

compared to the conventional MWF [50,57]. In the simulation this is 
represented by the heat convection coefficients (see hconv values reported 
in Table 6) characterising both cooling conditions. The very high heat 
convection coefficient of cryogenic cooling allows to obtain a temper-
ature reduction on the tool higher than 100 ◦C with respect the MWF 
cooling condition. On the contrary, the higher stress values are associ-
ated to cryogenic cooling (Fig. 15a) when compared to the MWF 
(Fig. 15b). This could be related with the low temperature of the work 
material, which causes an increase of the work material strength, due to 
the reduced thermal softening, and, consequently, higher stresses on the 
tool. 

4.4. Temperature and equivalent stress distributions at the bottom surface 
of the hole 

Fig. 16 shows the predicted temperature (Fig. 16a) and equivalent 
von Mises stress (Fig. 16b) distributions on the bottom of the hole in 
drilling using MWF. In particular, Fig. 16b shows chip formation near 
the cylindrical surface of the hole. Temperatures and equivalent stress 
increase from the hole centre to the cylindrical surface of the hole. 
Lower temperature and stresses are located near to the hole centre, 
while the maximum values to the cylindrical surface of the hole. The 
knowledge of the temperature and stress distributions in the hole bottom 
is very important since they affect the surface integrity, in particular the 
residual stresses. Based on these predicted temperature and stress dis-
tributions, it could be expected that the residual stresses at the bottom 
surface of the hole increase from the hole centre to the cylindrical sur-
face of the hole. 

Figs. 17 and 18 present the maximum values of the predicted tem-
perature and equivalent stress for both cryogenic cooling and MWF 
conditions. Lower temperatures were observed for the cryogenic cooling 
(Fig. 17a) when compared to the MWF (Fig. 17b). However, lower stress 
values are obtained by MWF cooling (Fig. 18b) when compared to the 
cryogenic cooling (Fig. 18a). Like for the tool, the temperature and 
equivalent stress in the bottom surface of the hole increase with the tool 

Fig. 11. Comparison between experimental and simulated tool flank wear VB curves for a) cryogenic and b) MWF.  

Fig. 12. Comparison between experimental and simulated (FEM) torque for a) cryogenic and (b) MWF.  
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wear. The only exception is for the maximum stress when cryogenic 
cooling is used (Fig. 18a), where the stress is almost constant. This could 
be explained considering the low increase of the workpiece temperature 
(from 218 ◦C to 274 ◦C) when the tool wear increases (Fig. 17a). 

5. Conclusions 

The present research work allowed to develop an innovative simu-
lation procedure to accurately simulate the tool wear in drilling of 
Inconel 718 nickel-based alloy, under MWF and cryogenic cooling 

Fig. 13. Simulated a) temperature and b) equivalent stress distributions in the drill (cryogenic cooling after 6 min of cutting).  

Fig. 14. Predicted maximum temperatures in the tool vs. tool flank wear VB for a) cryogenic cooling and b) MWF.  

Fig. 15. Predicted maximum equivalent stresses in the tool vs. tool flank wear VB for a) cryogenic cooling and b) MWF.  

Fig. 16. Predicted a) temperature distribution and b) equivalent stress distributions (chip section close to the drill periphery) (MWF after 30 s of cutting).  
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conditions. This procedure is based on a customised user subroutine 
which combines two numerical formulations (Incremental Lagrangian 
model and Arbitrary-Lagrangian-Eulerian model to simulate the tool 
wear. 

This procedure was tested on experimental data obtained drilling 
Inconel 718 under conventional MWF and cryogenic cooling conditions. 
It was demonstrated that the calibrated procedure can be used to 
investigate the influence of tool wear on process outputs such as: dis-
tribution and equivalent stress distributions in the tool and in the hole. 

The procedure is very useful for researchers and workers in cutting 
field. Several application can be developed starting from it. It can be 
applied to investigate the influence of tool wear on the surface integrity 
(including the residual stresses) varying tool materials, workpiece ma-
terial and lubricant conditions. In this manner, the product quality will 
be improved. The tool-maker can use this simulating procedure to 
analysis how the tool wears as the tool geometry changes. Finally, in an 
Industry 4.0 perspective, the analysis of tool wear can be implemented 
in artificial neural network with the aim of optimising the tool substi-
tution policy. 
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[31] G. Liu, C. Huang, R. Su, T. Özel, Y. Liu, L. Xu, 3D FEM simulation of the turning 
process of stainless steel 17-4PH with differently texturized cutting tools, Int. J. 
Mech. Sci. 155 (2019) 417–429. 

[32] Y. Gao, J.H. Ko, H.P. Lee, 3D coupled Eulerian-Lagrangian finite element analysis 
of end milling, Int. J. Adv. Manuf. Technol. 98 (1–4) (2018) 849–857, https://doi. 
org/10.1007/s00170-018-2284-3. 

[33] H.S. Patne, A. Kumar, S. Karagadde, S.S. Joshi, Modeling of temperature 
distribution in drilling of titanium, Int. J. Mech. Sci. 133 (2017) 598–610. 

[34] A. Attanasio, E. Ceretti, C. Giardini, 3D FE modelling of superficial residual stresses 
in turning operations, Mach. Sci. Technol. 13 (3) (2009) 317–337, https://doi.org/ 
10.1080/10910340903237806. 

[35] D. Umbrello, R. M’Saoubi, J.C. Outeiro, The influence of Johnson-Cook material 
constants on finite element simulation of machining of AISI 316L steel, Int. J. 
Mach. Tool Manufact. 47 (3–4) (2007) 462–470, https://doi.org/10.1016/j. 
ijmachtools.2006.06.006. 

[36] J. Pujana, P.J. Arrazola, R. M’Saoubi, H. Chandrasekaran, Analysis of the inverse 
identification of constitutive equations applied in orthogonal cutting process, Int. 
J. Mach. Tool Manufact. 47 (14) (2007) 2153–2161, https://doi.org/10.1016/j. 
ijmachtools.2007.04.012. 

[37] R. M’Saoubi, H. Chandrasekaran, Investigation of the effects of tool micro- 
geometry and coating on tool temperature during orthogonal turning of quenched 
and tempered steel, Int. J. Mach. Tool Manufact. 44 (2–3) (2004) 213–224, https:// 
doi.org/10.1016/j.ijmachtools.2003.10.006. 

[38] F. Klocke, H.W. Raedt, S. Hoppe, 2D-FEM simulation of the orthogonal high speed 
cutting process, Mach. Sci. Technol. 5 (3) (2001) 323–340, https://doi.org/ 
10.1081/MST-100108618. 

[39] G. Rotella, O.W. Dillon Jr., D. Umbrello, L. Settineri, I.S. Jawahir, Finite element 
modeling of microstructural changes in turning of AA7075-T651 Alloy, J. Manuf. 
Process. 15 (1) (2013) 87–95, https://doi.org/10.1016/j.jmapro.2012.09.005. 

[40] F. Jafarian, M.I. Ciaran, D. Umbrello, P.J. Arrazola, L. Filice, H. Amirabadi, Finite 
element simulation of machining Inconel 718 alloy including microstructure 
changes, Int. J. Mech. Sci. 88 (2014) 110–121. 
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