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1 Introduction

This paper reports the result®f the CE on MPEG21 Digital Item Adaptationb
Integration defined indocument $182. In the original work plan definitiontwo main
objectiveswere defined.The first oneis to better evaluatd the current DIA Metadata
Adaptation toolscan fully sugport the integratiorof multiple MPEG-7 descriptions of a
given content. The second objective of this G&to evaluate if the current DIA tools allow
to disable the metadata adaptation process in order to permit the deliverynaid@ptedO
contentdescriptions (e.g. for storage propos®ue to the fewtime available only the firg
goalhas beemeached. The main contribution of this @GEa preliminary implementation of
a metadata integration engine able to adapntentDI. Based on this implenméation
several integration experimarttave been condted to point out which integration tool can
be useful.



1.1 CE context and Previous work s

To introduce the concept of metéaantegrationa use case scenario will bensidered
In Figurel, a simplebut enough cmplex multimedia home network systemdspicted. As
it can be seen, the multimedia network is composed by a handheld and a Personal Computer
communicating by wireless connection.
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Figure 1. A simpe MultiMedia subnetwork composed by a handheld and a contestriptions server.

Assumng the PC isa multimedia contendlescriptions repositorywe want to access this
information from the handheld. More specifically, the objectsseniderstanithg the content
of a specific document, like a video sequence, using the associated-KM&&s@riptions.

The MPEG-21 aim is defining a multimedia frameworkn order to allowthe easy and
transparenaiccesf any multimedia reource from any terminah the network In the use
case here described, we focus the attention on the word OeasyO. This méatsisat of
the limited visualization capabilities of the handheld, some adaptation of the eontent
descriptions hat be performedrFor examplejf the usemwould like to explore the content
of a videousing the kframes associated to thelativeshots at leasthe k-frame size anthe
color representatiorhnave ® be adaptedn order to fit the display characteristio$ the
handheld.

However, in generaimore than one descripti@ssociated to the same documesm be
available for example,we can havanany descriptionsof the same conterdbtained by
different extraction methoddn this case, the user would like to choose a particular
descriptionreflecting his/hercharacteristicsor to select the integration of alvailable
descriptionsin this secad casethe descriptionsnust be adapteid order to obtain a unique
and, generally, richedescription with respect tothe initial ones also the resulting
descriptionshould belighter thanconsideringall the initial descriptios. For example, if
several kframe series, relative to a specific video, are present in the netaarkique
description can be generated by using the technique deshebeafter

In a previous CE on DIA Metadata Adaptation9024) University of Brescia has show
how integration of multiple descriptions of a given content can bellusefthe reduction of
the number anthe size of metadataconsequentiyor the reductionof DIs. In that CE, the
AdaptationHint DS has been tested to support the integrationtteskonclusion wathat
the AdaptationHint DSan ke usefulto speed up the process and to reduce the memory
occupancy.As aresultof the experimentatvaluationthe concepbf Oelementary uiXvas



also introducegthis new concephtas to be considered in the integratand is theobject of
this report.

2 Description of the CE

As introduced in a previous CE (m9024jheoof the main problem for the integration of
metadata concerns tii@lementary unfdthat hae to be considered during the procegs.
better understand this concept us consider the example depicted-igure 2, where two
video segment associated to the same content are presBEmetlvo segmentsxhibit a
different number oflecompositiodevds, two for VS1 and one for VS2.

1. Considering ageneral integration processvo main operation neededo be
performed:

1. find the intersection between the to descripti@s| =VSL! VS2),

2. add tothe first description the part of theecond one that does rmterlap (ex:
R=Val" (VS2! 1)), or viceversa.

This means thatn orderto find the intersection of VS1 and V3&g engine has to find
the best matchingpetweenpairs of sub segmest operationthat present a complexityf
M*N, whereM andN are respectively the number of sub segment in VS1 and VS2.

Video Segment 1 (VS1) Video Segment 2 (VS2)

Level O Levell Level O

Figure 2: Segment comparison; segments of VS2 have to be compared with segment at level 1 of VS1.

A way to speed up the integgion processs to consider some a priori knowledge of the
descriptions that have to be integrated. In our examspteh informatiorcan bethe average
number of segment over the time associated to a given Mil. this information the
engineis able to automaticallgoncludethat segmentassociated tthefirst level of VS1 are
unlikely to have thesame granularity of segments at the same level in VS1, and hence they
can not overlap



This consideration lead us to define the Oelementary wdt®imdicator of the average
information associated to a setd#scriptionsor descriptorsn a descriptions instance

The main objective of this CE is temonstrate dw the use of th®elementary unitO
information can speed up the integration procesTompatible descriptionfoa given
content. For this purpose first prototype of DI metadata integration engine has been

developed according to the guideline reported in the CE plarkdocument.

The integration procesgescribed is only a part ofdlcomplete integratiobecause ijust
considers ta structural levelthat is the Description schemes (D&s)l not theDescriptors
(Ds). A complete integration methodology is propose{P] and is summarized in th#ock
diagramof Figure3; the phaselescribed in this CE is the phase 1.
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Figure 3 Complete integration process

I phase 1 (coarse DSs integration): integration at the structure lgitlelredundant information
I phase ADs integration: integration of theattributeinformation

I phase Jfine DSs integration the result given by phase 1 isdefined on the basis

of the result of phase 2

2.1 Software design and implementation

The architecture of theadaptationb integration engine has been desigrielowing the
guidelines defined in documeN618Q Asit can be seeim Figure4, the adaptation module



receives a numbeé¢ of Context Digital ltenB=(B,, E, B k), useful to support and define the
required adaptation arttie DI that has to be adaptédl). The producedoutputconsist of
the adapted Digital IterfAO)

Context Digital Items

B, E Bn
A Content
Content A AO Digital ltem
Digital Item (output)
(input)

Figure 4: MPEG-21 DIA processing

In Figure5, the main components of tH&l Metadata Adaptation Engin®IMAE) are
shown. TheODIA ServeDd is the core of the engijrie cortrols the adaptationoperatiors
flow. The process starts parsing thmput DIs A and B. This is realizedusing the
functionalities provided by the @OMO module After the Dis have been parsedhe
descriptionsthat have to be integed arefirst extracted from A andhen the appropriate
functionality is requestedto the OMetadata IntegrationO modire the last stepthe
descriptiongenerated by thiategratbn processs packagedn the output DI AO.

Metadata
Integration

AODIMAE.FuncNamgA,B);




Figure5: Digital Item Metadata Adaptation Engine elements

2.1.1 DIMAEfeatures andgupported functionalities

The DOM module of theEnginehas been implemented by using the DOM APIs provided
by the Xerces softwareln the currentengine version only few basic integration
functionalities are suppode More specifically, it suppors the integration of multiple
VideoSegment DSat the structure levelthe descriptors integratiophasehas not yet
implemented

2.1.2 DIMAEvalidation
Theengine has been validatby conducting several tests.

First, the correctness of the int@gion process has been checked using a set of input
descriptionseach of thenformed bya subparts of a same VideoSegmerdtamce. In this
case it is easy to check if thentegration of all the sub parts is equal to the original
descriptioninstanceor not

A second test has been conigualdn order to validatehe integratedoutputdescriptiors
against MPE& schema

Finally, theoutput Dk have been validated against MPRG DID schema v.2.0.

2.2 Digital Iltem design

The general structure of the ,»that can be used as input for the adaptation engsne
presented inExample 1. In order to ea$y generate and manage the DIs used in the
experimems, metadatahave been storeohto separatdiles and imported as resourcesA
descriptoy identified with a nameQlia: TolntegrationltemI|[) has been used to let the engine
know which items/descriptions have to be integrated. iBhisot a DIAtool and t can be
removed in future implementatisif the engineAll DIs used in the experiment have been
validated against the DID v.2.0

<?xml version="1.0"?>

<l --  edited with XMLSPY v5 rel. 2 (http://www.xmlspy.com) by N i cola Adami

(University of Brescia - ltaly) - >

<DIDL xmlns="urn:mpeg:mpeg21:2002:01 - DIDL- NS"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema - instance"
xmlns:xml="http://www.w3.0rg/XML/1998/namespace"
xsi:schemalLocation="urn:mpeg:mpeg21:2002:01 - DIDL- NS

D:\ home Adami\ EUProject \ SPATION 63rdMPEG\ doc\ XML did_schema.xsd">

<ltem id="MULTIPLE_DS_DI">
<Descriptor>
<Statement mimeType="text/text">
Example of DI with one video and three
VideoSegment decomposition associated to it
</St atement>
</Descriptor>




<! --  Video and Desciptions resources - >
<ltem>
<! --  Video description and location - >
<Descriptor>
<Statement mimeType="text/text">Video Portugese</Statement>
</Descriptor>
<Descriptor>
<Component>
<Resource ref="repository/videos/tgporto.mpg" mimeType="video/mpeg"/>
</Component>
</Descriptor>
<Descriptor>
<Statement mimeType="text/xm|">
<dia:TolntegrationltemID>
<dia:tiiid>
VS1VS2VS3
</dia:tiiid>
</dia:TolntegrationltemID>
</Statement>
</Descriptor>
<Item id="VS1">
<Descriptor>
<Statement mimeType="text/text">First Temporal decomposition</Statement>
</Descriptor>
<Descriptor>
<Component>
<Resource ref="repository/descriptions/VS1.xml" mimeType="text/xml"/>
</Component>
</Descriptor>
</ltem>
<Item id="VS2">
<Descriptor>
<Statement mimeType="text/text">Second Temporal decomposition</Stat ement>
</Descriptor>
<Descriptor>
<Component>
<Resource ref="repository/descriptions/VS2.xml" mimeType="text/xml"/>
</Component>
</Descriptor>
</ltem>
<Item id="VS3">
<Descriptor>
<Statemen t mimeType="text/text">Third Temporal decomposition</Statement>
</Descriptor>
<Descriptor>
<Component>
<Resource ref="repository/descriptions/VS3.xml" mimeType="text/xml"/>
</Component>
</Descriptor>
</ltem>
</ltem>
</ltem>
</DIDL>

Examplel: DI including multiple VideoSgment DSs of a same video.




3 Result evaluation and discussion

The ntegration of several differeMideoSegment instances have been performed in order
to evduate thebenefit in terms of computational time, introduced by using the elementary
unit information during the integration processn this experimentwe considered the
integration of only two VideoSegent DS instancesin generalthe integration of a generic
number of DSs can be realizeg recursivelyapplying the integration function.

As shownin Table 1, the use of theAverageNumber ofSegments over Tim@ANST)
significantly affects the computationaltime required to find theverlagped part of two
descriptions. Beside this auxiliary information is not really relevant in the second phase of
the algorithm wherehe output description is created by combining the first desaniptith
the nan overlappng part of the second one.

With ANST information Without ANST information

[number of machine cycles] [number of machine cycles]

Matching time 60000 150000

Tablel: Computational time required fohé mathing phase

This indicators represent the averag#uration required to integrateof ten different
VideoSegments. It is important to note that when the AMSIBedthe matching time can
reachzeroif the two descriptiosido not partially overla.

The computational time required to calculate #EST value t is not really high
(average value 00 machine cycleput still different from zer@and itstrongly depension
the description structure and sigzonsidering thaa given descriptio can be involved in an
integration process more thamce we can conclude that i useful tohave suchDIA
Metadata Integration tooh order to providehis auxiliary information tahe integration
engine

4 Conclusion and future works

In this documentonly some of thebjectives defineih the work plan have been reached.
In particular a first implementation of ®IA engine able to adapt DI carrgg multiple
descriptions othe samecontent, has beenacheved Usingthis engine, it has been shown
how the elementary unit information is relevant toeslpgp the integration proceddowever
more experimethave to beperformedin order to extend this concept that has been applied
here onlyto temporal segmen{ex: average number of Dominant Color over the arda)s
our intention to continuthis experiment and add the following features to the current engine
implementatio:

1. Fully support the VideoSegment DSs integration
2. Support theMetadata Adaptation tools includlen the DIA WD 2.0(Hint DS)



3. Support theDescriptorintegration of(phase 2 of the integratia@igorithm).
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