
RETRIEVAL OF VIDEO SCENES BY STRUCTURAL DESCRIPTORS 
 

Ugo Ciracì1, Luca Buriano2 and Riccardo Leonardi1 
 

1University of Brescia, DEA, v. Branze 38, Brescia, Italy 
2 Telecom Italia Lab, v. Reiss Romoli 274, Torino, Italy 

 
Email: ugo.ciraci@ing.unibs.it, luca.buriano@telecomitalia.it, riccardo.leonardi@ing.unibs.it 

 
 
 

ABSTRACT 
 
Structural information, on the form of shot patterns and 
timing, plays an important role in scripted video, being 
consistently used by filmmakers as a way to convey 
meaning and significance into their work. For this reason, a 
video retrieval system can benefit from exploiting this kind 
of information. In this paper we propose a novel method for 
the retrieval of video scenes according to their structural 
similarity, based on graph-theoretical measures and vector 
quantization techniques. We show the results of our method 
in some scene retrieval experiments on a data set of 802 
movie scenes, extracted from a set of 180 mainstream 
movies. 
 

1. INTRODUCTION 
 
The development of flexible video retrieval and browsing 
applications asks for the availability of new methods for the 
automatic extraction of similarity measures between video 
segments. 

Structural similarity between video segments deals with 
the features that can be abstracted from the specific 
audiovisual content, such as shot occurrence patterns and 
shot timing. This is especially relevant in the case of movies 
(and more generally in the case of scripted video), because 
filmmakers make use of montage as an essential part of their 
artistic creative process, organizing the shots according to 
different structural patterns in order to convey semantics, 
significance and style into movie scenes. 

In this paper we propose a novel method for the 
automatic extraction of structural descriptors from video 
scenes, the estimation of the similarity between them and, 
given a scene as a query, the retrieval of similar scenes from 
a structural point of view. 

The paper is organized as follows. In §2, the structural 
representation of video scenes used in this work is 
introduced. In §3 and §4 the core of our method, i.e. the 
structural descriptors and the similarity measures between 
them, is explained. In §5 we show the results of some video 

scene retrieval experiments on real video data; finally, in §6 
and §7, the relationships of our method with other works 
and its possible future evolutions are discussed. 
 

2. STRUCTURAL REPRESENTATION 
 
At the simplest structural level, a video segment can be seen 
as a sequence S = S1, S2,…,Sn of symbols denoting the shots 
belonging to the scene. When the shots in the sequence 
share a common semantic thread, the sequence is called a 
Logical Story Unit (LSU) [1]. The shots in a LSU can be 
grouped into different clusters, each representing a common 
concept; for instance, in a dialog alternating the views of 
different speakers, the shots corresponding to the views of 
the same speaker will belong to the same cluster. From the 
computational point of view, the grouping of the shots can 
be obtained clustering them on the basis of visual similarity 
measures [2]. This clustering process leads to a 
representation of the LSU as a sequence C = C1, …, Cm of 
shot clusters. For instance, given the sequence of shots {S1, 
S2, S3, S4, S5, S6, S7} and the clusters C1 = {S1, S3, S5}, 
C2 = {S2, S4, S6}, C3 = {S7}, the corresponding shot 
cluster sequence will be C = C1, C2, C1, C2, C1, C2, C3. 
Finally, the shot cluster sequence can be mapped on a 
weighted directed graph G, called scene transition graph 
(STG) [3], having the clusters as nodes and the transitions 
between the clusters in the sequence as arcs. In the present 
work, the weight of an arc connecting two nodes is given by 
the number of transitions occurring in the sequence between 
the two corresponding clusters. 

Besides, each shot in a LSU has a given time duration, 
usually called shot length. The shot length sequence SL = 
SL1,…,SLn of single shot lengths from a LSU gives a 
representation of its temporal features, such as the pace of 
the action in the scene. 

In this work, we will use the scene transition graph G 
and the shot length sequence SL as a representation of the 
structural features of a given LSU. 

 
 



3. STRUCTURAL DESCRIPTORS 
 
Structural descriptors are extracted from the representation 
explained in the previous paragraph, in order to encode 
relevant structural features of LSUs in a more compact and 
uniform way. 
 
3.1. Scene Transition Graph descriptor 
 
Information about shot occurrence patterns is captured by 
analyzing the topology of the scene transition graph, 
according to the following steps: 
1. For each node in the scene transition graph G, a set of 

graph-theoretic measures are extracted: 
• the indegree of the node, i.e. the number of arcs 

leading to the node; 
• the outdegree of the node, i.e. the number of arcs 

leading away from the node; 
• the betweenness centrality of the node [4], a 

measure of the centrality of the node in the graph, 
taking into account the weights of the directed 
graph’s arcs; 

• the characteristic path length of the node [4], 
measuring the average distance between that node 
and any other node in the graph, taking into 
account the weights of the arcs. 

The result of this step is a set of graph measure vectors 
[indegree, outdegree, betweenness, pathlength], one 
vector for each node in G. 

2. A Vector Quantization (VQ) [5] algorithm is applied to 
the set of graph measure vectors obtained in the 
previous step, clustering this set into k representative 
vectors (codewords), called in this paper node 
codewords. The VQ algorithm used determines 
automatically the number of clusters k that provides the 
best approximation, in a range from 1 to a maximum 
given value maxk (in this work, maxk =3). 

The result of this step is a Scene Transition Graph 
structural descriptor STGD = {NC, NS} where NC is 
the node codebook, i.e. the set of the k node codewords, 
and NS is the node signature, i.e. the vector of k 
components, giving the percentage of the nodes in the 
graph G belonging to each node codeword. 

 
3.2. Shot length descriptor 
 
Temporal information is taken into account by analyzing the 
distribution of shot length values, according to the following 
steps: 
1. The shot length sequence SL is aggregated according to 

the nodes in G, each node corresponding to one or 
more shots. For each node in G, the shot length average 
(SLA) and shot length standard deviation (SLSD) for 
that node are computed. 

The result of this step is a set of vectors [SLA, 
SLSD], one vector for each node in G. 

2. As for the computation of the Shot Transition Graph 
descriptor, a Vector Quantization algorithm is applied 
to the set of vectors obtained in the previous step. 

The result of this step is a Shot Length structural 
descriptor SLD = {LC, LS} where LC is the shot 
length codebook, i.e. the set of shot length codewords, 
and LS is the corresponding shot length signature. 

 
The time complexity of the descriptor extraction algorithm 
is dominated, in this work, by the complexity of the 
weighted betweenness centrality computation, that is 
O(ma+m2log m) (using  Brandes’ fast algorithm [6]), where 
m is the number of nodes and a the number of arcs in the 
scene transition graph. 
 

4. SIMILARITY ESTIMATION 
 
The distance (conversely, the similarity) between two LSUs  
from the structural point of view is computed as a pair of 
two separate distances {dSTGD, dSLD} for the corresponding 
STG descriptors and SL descriptors: 
• The distance between two STG descriptors STGDa = 

{NCa, NSa} and STGDb = {NCb, NSb} is computed 
using the Earth Mover’s Distance (EMD) [7]: 

 
dSTGD = EMD (NSa, NSb, NCMab) 
 

where NCMab is the cost matrix associated with the 
node codebooks NCa and NCb. 

• In a similar way, the distance between two SL 
descriptors SLDa = {LCa, SLSa} and SLDb = {LCb, 
LSb} is computed using the EMD: 

 
dSLD = EMD (LSa, LSb, LCMab) 
 

where LCMab is the cost matrix associated with the 
shot length codebooks LCa and LCb. 
 

In this work, the composition of the two distances 
{dSTGD, dSLD} is performed using the following order-based 
rank aggregation method [8] [9], a general technique for 
mixing the rankings induced by different distances in a 
retrieval task.  

Given a query item X, a set of items {Y1,…,Yn} and a 
set of distance functions d1(X,Y),..,dz(X,Y) defined on these 
items, let Ri(Yj) be the ranking of the item Yj obtained 
applying the distance function di to all the pairs (X, Yj) and 
sorting  the resulting distance values in ascending order. 
Then for a given item Yj the aggregated rank AR(Yj) is 
given by: 

 
 AR(Yj) = Σ(R1(Yj),…,Rz(Yj)) 

 



i.e. the sum of the rankings of Yj with respect to the 
different distance functions. 
 

5. EVALUATION 
 
In order to assess the suitability of our method for structural 
similarity estimation and scene retrieval, some experiments 
have been performed on real video data: 
• The video stream of a set of 180 mainstream movies is 

automatically segmented in LSUs. Each LSU is given 
the structural representation explained in §2, using the 
methods described in [2] and [10]. The LSUs’ timescale 
is of tens of seconds to minutes (and of tens of shots), 
giving scene transition graphs with sizes ranging from a 
few nodes to a few tens of nodes. 

• From the global set of LSUs, a data set of 802 LSUs is 
randomly selected, computing for each LSU the 
structural descriptors described in §3. Graph-theoretical 
measures are calculated using the Brain Connectivity 
Toolbox by Olaf Sporns [11]. 

• Each LSU in the data set is manually annotated as 
belonging to one or more of the following scene 
categories: 
- Dialogue 2: a scene with a dialogue between two 

characters; 
- Dialogue 3+: a scene with a dialogue among three 

or more characters; 
- Talking: a generic talking scene (including 

Dialogue 2, Dialogue 3+, and other talking 
situations); 

- Action: an action scene; 
- Fight/War : a fighting or war scene; 
- Slow progression: a scene with a (quite slow) 

movement/progression from a place/situation to 
another, or a “parallel montage” scene between two 
different places/situations. 

Other categories are of course possible, the ones above 
being chosen mainly because they are likely to show 
structural diversity and are suitable for a quick manual 
annotation, allowing getting a quick proof-of-concept 
of the method. 

• Following a Query by Example (QBE) paradigm, each 
LSU in the data set is taken, one at a time, as the 
current query LSU. The distance between the query 
LSU and all the other LSUs in the data set is computed 
as explained in §4; distance values are sorted in 
ascending order, ranking the LSUs in the data set from 
the most similar to the query LSU to the least similar. 

• Retrieval precision for a given query LSU, belonging to 
a given category, is calculated as the fraction of the 
LSUs appearing as the first r results that share the same 
category of the query LSU. Because a LSU can belong 
to more than one category, precision is calculated 
separately for different categories. 
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Figure 2 

 
Figure 1 shows the fraction of LSUs belonging to each 
category with respect to the number of LSUs in the 
whole data set. Figure 2 summarizes the precision 
values obtained for different categories and for 
different values of r, averaged over the entire data set. 

 
6. RELATED WORK 

 
Due to the growing interest in video retrieval systems, in 
recent years many methods for video scene similarity, 
retrieval and classification have been proposed, mainly 
focusing on the use of audiovisual features extracted from 
the audio/video stream. Examples include methods for 
motion-based shot retrieval [9], face detection-based shot 
retrieval [12], movie scene retrieval [13], sports video scene 
analysis [14][15], video genre classification [16], video 
news event detection [17] and affective video content 
analysis [18]. 

Benini et al. [10] propose a structural similarity and 



retrieval framework based on Markov entropy measures. 
Their method is somewhat complementary to ours, giving a 
powerful way of classifying LSUs into broad categories by 
a single entropy value, while our methods aims at capturing 
more specific features of scene graphs with a more complex 
descriptor framework, taking also into account temporal 
features. Therefore, the combination of the two methods 
could lead to interesting results. 

 
7. FUTURE WORK 

 
The evolution of the work presented in this paper will 
follow three main directions. 

First, the combination of different graph-theoretical 
measures, vector aggregation strategies, distance measures 
and distance compositions will be explored, in order to 
improve the overall performance of the method as well as its 
performance with respect to a specific category set. 

Next, the proposed method is not intended to work as a 
standalone retrieval system: future research will aim to 
integrate it as a building block of a more complete video 
retrieval framework, exploiting both structural and 
audiovisual features. 

Finally, although the method presented in this paper has 
been developed to address a video retrieval task, we believe 
that the core of the method itself is general enough to be 
adapted and extended to similarity and retrieval tasks in 
other areas where graph-theoretical representations play an 
important role, such as the analysis of social network, 
biochemical pathway and neural connectivity patterns. 
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