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I. INTRODUCTION

It is a recognized fact that a growing percentage of the world population uses nowadays
image and video coding technologies on a rather regular basis. These technologies are
behind the success and quick deployment of services and products such as digital pictures,
digital television, DVDs, and Internet video communications. Today’s digital video coding
paradigm represented by the ITU-T and MPEG standards mainly relies on a hybrid of
block-based transform and interframe predictive coding approaches. In this coding fra-
mework, the encoder architecture has the task to exploit both the temporal and spatial
redundancies present in the video sequence which may become a rather complex exer-
cise. As a consequence, all standard video encoders have a much higher computational
complexity than the decoder (typically 5 to 10 times more complex), mainly due to the
temporal correlation exploitation tools, notably the motion estimation process. This type
of architecture is well-suited for applications where the video is encoded once and decoded

many times, i.e. one-to-many topologies, such as broadcasting or video-on-demand, where
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the cost of the decoder is more critical than the cost of the encoder.

Distributed source coding (DSC) has emerged as an enabling technology for sensor
networks. It refers to the compression of correlated signals captured by different sensors
which do not communicate between themselves. All the signals captured are compressed
independently and transmitted to a central base station which has the capability to decode
them jointly. Tutorials on distributed source coding for sensor networks, presenting the
underlying theory as well as first practical solutions, have already been published in the
IEEE Signal Processing Magazine in 2002 [1] and 2004 [2]. Video compression has been
recast into a distributed source coding framework leading to distributed video coding
(DVC) systems targeting low coding complexity and error resilience. Correlated samples
(pixels or transform coefficients) from different frames are regarded as outputs of different
sensors. A comprehensive survey of first DVC solutions can be found in [3]. This paper is
a follow-up of these three previous tutorials. While, for sake of completeness, some basics
about DSC are reviewed, the paper focuses on the latest developments for distributed
video compression (DVC) for both monoview and multiview set-ups. Potential benefits
for a range of applications are discussed and most promising application scenarios are

identified.

II. DSC: THEORETICAL BACKGROUND

DSC finds its foundation in the seminal Slepian-Wolf (SW) [4] and Wyner-Ziv (WZ)
[12] theorems. Due to space limitation, only the main concepts are recalled. For more

details, the readers are referred to [1], [2], [3].

A. Slepian-Wolf coding

Let X and Y be two binary correlated memoryless sources to be losslessly encoded. If
the two coders communicate (see Fig. 1), it is well known from Shannon’s theory that

the minimum lossless rate for X and Y is given by the joint entropy H(X,Y). Slepian



and Wolf have established in 1973 [4] that this lossless compression rate bound can be
approached with a vanishing error probability for long sequences, even if the two sources
are coded separately, provided that they are decoded jointly and that their correlation is
known to both the encoder and the decoder. The achievable rate region is thus defined by

Rx > H(X|Y), Ry > H(Y|X) and Rx + Ry > H(X,Y).
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Fig. 1. Distributed coding of statistically dependent i.i.d. discrete random sequences X and Y.

Set-up (left); Achievable rate region (right).

The proof of the SW theorem is based on random binning [4], which is non-constructive,
i.e., it does not reveal how practical code design should be done. In 1974, Wyner suggested
the use of parity check codes to approach the corner points of the SW rate region [5]. These
corner points correspond to the asymmetric case where one source is transmitted at full rate
(e.g., Ry = H(Y)) and used as side information (SI) to decode the other one (implying
Rx = H(X|Y) or reciprocally). The bins partitioning the space of all possible source
realizations are constructed from the cosets of the parity check code. The correlation
between X and the side information Y is modelled as a “virtual” channel, where Y is
regarded as a noisy version of X. Recent channel capacity-achieving codes, block codes
[6], turbo codes [7], [8] or LDPC codes [9], have been shown to approach the corner points
of the SW region. The compression of X is achieved by transmitting only a bin index,

[

i.e., syndrome or parity bits. The decoder corrects the “virtual” channel noise, and thus



estimates X given the received parity bits and the SI Y regarded as a noisy version of the
codeword systematic bits. The achievability of the entire SW rate region, including the

symmetric DSC case, has been investigated using linear [10] and LDPC codes [11].

B. Wyner-Ziv coding

In 1976, Wyner and Ziv considered the problem of coding, with respect to a fidelity
criterion, of two correlated sources X and Y [12]. They have established the rate-distortion
function R+ x|y (D) for the case where the SI'Y is perfectly known to the decoder only. For
a given target distortion D, R+ x|y (D) in general verifies Rx|y (D) < R*xy (D) < Rx (D),
where RX|Y(D) is the rate required to encode X if Y is available to both the encoder and
the decoder, and Rx is the minimal rate for encoding X without SI. Wyner and Ziv have
shown that, for correlated Gaussian sources and a mean square error distortion measure,
there is no rate loss with respect to joint coding and joint decoding of the two sources,
i.e., R*x|y (D) = Rx|y(D). This no rate loss result has been extended in [13] to the case
where only the innovation between X and Y needs to be Gaussian, that is where X and Y
can follow any arbitrary distribution.

Coding under a fidelity criterion finds its foundations in quantization theory. Practical
code constructions based on the Wyner-Ziv theorem thus naturally rely on a quantizer
(source code) followed by a SW coder (channel code). WZ coding can thus be regarded as
a source-channel coding problem. Under ideal Gaussianity assumptions, the WZ limit can
be asymptotically achieved with nested lattice quantizers. Nested lattice constructions are
proposed for the WZ coding problem in [14], [15]. The source is first quantized using a
fine source code, the coset indexes being then encoded with a SW code which exploits the
remaining correlation between the quantized version of X and the SI Y. To minimize the
quantization loss (that is to achieve a large granular gain), the lattice quantizer may require

high dimensionality, hence high complexity. Solutions based on trellis coded quantizers



[16] are shown to approach the performance of Lattice codes with reduced complexity.

C. From DSC to DVC and potential benefits

The above results suggest that correlated samples (pixels or transform coefficients),
taken from different spatial or temporal units, e.g. video frames, and under Gaussianity
assumptions, can be quantized and coded independently with minimum loss in terms of
rate-distortion (RD) performance with respect to predictive coding, if they are decoded
jointly. In predictive coding, motion-compensated frames are used as predictors at the
encoder and signalled by transmitting the motion vectors to the decoder. These predictors
can be regarded as SI used at both the encoder and the decoder. In DVC, the SI should be
constructed and used by the decoder only. Ideally, only the statistical dependence between
the WZ encoded samples and the SI needs to be known to the encoder. DVC architectures
can therefore potentially present the following attractive features:

o Part of the complexity may be shifted from the encoder to the decoder leading to a
flexible trade-off between coder and decoder complexity. This feature may be desirable for
a class of applications requiring low encoder complexity or low battery consumption.

¢ A reduction of the error propagation problem inherent to predictive coding may be
expected from the fact that the correlated data (e.g. consecutive frames) will be coded
separately (and not predictively).

¢ In current scalable codecs, upper layers are predicted from lower layers. The refinement
signals depend on the encoding used in the lower layers. WZ encoding of samples from
upper layers will make the corresponding refinement signals independent of the coding
structure or the spatial resolution of the lower layers. This independence between layers
also contributes to improved error resilience.

o The DSC principles apply quite naturally to the compression of video sequences cap-

tured of the same scene by several cameras. With respect to classical multiview coding



techniques, DVC allows the exploitation of correlation between views without - or with
limited - inter-sensor (that is inter-camera) communication.
The above functional benefits are used in Section 4 to identify the most promising DVC

applications.

III. DVC: TOWARDS PRACTICAL SOLUTIONS

The application of the WZ principles to video compression is not straightforward and
requires solving a number of issues. The first issue is the identification in the video
sequence of the data to be WZ encoded and the construction of the corresponding SI. The
source correlation, one key factor in the RD performance of the systems, greatly depends
on the quality of the SI. The theoretic results assume the source correlation to be known
at both the encoder and the decoder. However, video signals are highly non-ergodic and
thus the source correlation, which is time-varying, needs to be estimated. The accuracy of
this estimation will have a strong impact on the compression efficiency. Finally, the WZ
limits are shown to be achieved by capacity-approaching codes. Nevertheless, these codes
may require long block lengths, which may not be practical for delay-constrained video

applications.

A. First DVC architectures

First DVC architectures appeared in 2002 [17], [18] followed by variants, e.g., transposing
WZ coding from the pixel to transform domain to better exploit the spatial redundancy.
A comprehensive overview of the DVC state-of-the-art in 2004 can be found in [3]. The
objectives of low encoding complexity and error resilience are central to the first DVC so-
lutions. The main features of DVC architectures are outlined in the general block diagram
shown in Fig.2. Blocks which are grey-shaded as well as the dotted lines correspond to
features specific to the two first architectures as explained below.

In PRISM [17], the encoder, based on frame differences, classifies each 16 x 16 block
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Fig. 2. Distributed video coding architecture.

of the frame into not coded, Intra coded, or WZ coded with a set of fixed rates. The
rate chosen for a given block depends on the variance of the frame difference assumed
to follow a Laplacian distribution. Each block is transformed using a Discrete Cosine
Transform (DCT). Since only the low frequency coefficients have significant correlation
with the corresponding estimated block (SI), the high frequency coefficients are Intra
coded. The WZ data (low frequency coefficients) are quantised and encoded with a trellis
code. Furthermore, the encoder sends a cyclic redundancy check (CRC) word computed on
the quantised low frequency coefficients of a block to help motion estimation/compensation
at the decoder. A set of motion-compensated candidate SI blocks extracted from previously
decoded frames is considered at the decoder. The CRC of each decoded block is compared
with the transmitted CRC. In case of deviation, the decoder chooses another motion
vector and thus another candidate block. The PRISM codec is shown to be significantly
less affected by frame losses than predictive video codecs such as H.263+ [17].

In [18], the WZ coding decision is taken at a frame level, which leads to structuring the
sequence into groups of pictures, in which key frames are Intra-coded (typically using a
standard codec such as JPEG-2000 or H.264/AVC Intra) and intermediate frames are WZ

coded. Each WZ frame is encoded independently of the other frames. The WZ data are



quantised and fed into a punctured turbo coder. The systematic bits are discarded and
only the parity bits of the turbo coder are stored in a buffer. The encoder sends only a
subset of the parity bits. The SI is constructed via motion-compensated interpolation (or
extrapolation) of previously decoded key frames. If the decoder cannot properly decode
the current frame, more bits are requested to the encoder via a feedback channel. This
allows controlling the bit rate in a more accurate manner and handling changing statistics
between the SI and the original frame, at the expense of latency, bandwidth usage, and
decoder complexity. The decoder generates the SI (e.g., even frames for a group of pictures
of size 2) via motion-compensated interpolation of key frames (e.g. odd frames). After
turbo decoding, MMSE estimates of the quantized values, given the received quantization

index and the SI, are computed.

B. Recent Technical Developments: Monoview Set-up

The rate-distortion (RD) performance of first DVC solutions was superior to that of
H.263+ intraframe coding only (a gain of around 2 dB has been reported in the literature
for sequences having low motion such as Salesman and Hall monitor [3]). However, the
significant gap relative to H.263+ motion-compensated interframe coding, and of course
that of H.264/AVC, has motivated a lot of recent research efforts. Performance and be-
nefits of WZ coding for layered video compression have also been investigated for scalable

compression.

B.1 RD performance improvement

Side information quality: The RD performance of DVC greatly depends on the quality of
the SI. In current approaches, the SI, which can be seen as a predictor used at the decoder
only, is generated via motion compensated interpolation or extrapolation, often using
block-based translational motion models. The decoder computes motion fields between

frames, which may be distant from one another. An interpolated version of these motion



fields, typically assuming linear motion, is then used to generate the SI for each WZ frame.
This may create misalignments between the SI and the actual WZ frames with a negative
impact on the compression efficiency. In addition, motion vector fields obtained this way
may suffer from low spatial coherence and may not allow handling covered/uncovered
regions.

To cope with these limitations, extra processing is required either at the encoder, at the
decoder or on both sides (showing as mentioned previously the DVC flexibility in terms
of encoder-decoder complexity budget). As initially suggested in [17], the motion-based
extrapolation (or respectively interpolation) steps can be embedded in a multiple motion
hypothesis framework. The actual motion vectors are chosen by testing the decoded frames
against CRCs or improved hash codes such as a coarse description of blocks within the
frame [19], or a low resolution of the video encoded with a zero-motion H.264/AVC codec
[20]. This allows improving the motion-based prediction, at the cost of extra bit rate for
transmitting the hash codes, as well as of an increased coder and decoder complexity.
A choice between forward and backward SI prediction, instead of SI interpolation, is
also shown in [21] to better handle covered/uncovered regions. Note that block-based
coding mode decision (Intra, WZ coded) at the encoder, already proposed in [17] and
further investigated in [22] is another way of going around motion model limitations for
handling covered/uncovered regions. This approach comes however with an increased
encoder complexity.

The interpolated motion fields can also be refined as parity bits are being decoded, or
improved by considering more elaborate motion models. For video sequences of static
scenes captured by a moving camera, motion models belonging to the structure-from-
motion paradigm coupled with feature point tracking are shown to significantly improve the
ST quality [23]. Smoothing techniques removing motion discontinuities at the boundaries

and outliers in homogeneous regions are also shown to improve the SI quality [24]. In [25],
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the SI is estimated from previously reconstructed video data by formulating the problem as
a denoising problem, and then using tools from classical statistical prediction or Wiener
theory, avoiding the motion search. This approach, however, requires having a reliable
statistical model for the source.

Correlation estimation: The no loss result of the Wyner-Ziv theorem comes under the
assumption that the statistical dependence (or correlation) between the WZ data and
the SI is perfectly known to both the encoder and the decoder, and that it follows a
Gaussian distribution. In practice, this statistical dependence needs to be estimated and
follows a Laplacian distribution. In first DVC implementations, the parameters of these
distributions were computed off-line for each sequence. In [26], a non-stationary model
of the noise combining Laplacian and other distributions is considered. The parameters
of the Laplacian distribution can be derived from a measure of confidence computed on
the motion compensated difference between the key frames. The correlation parameters
can then be sent back to the encoder via a return channel, however at the expense of
latency and bandwidth usage. Methods to estimate the correlation parameters at the
encoder have been described in [27]. An alternate method, similarly to [17], requires
the encoder to estimate the SI that will be available at the decoder, thus increasing the
encoder complexity. The second approach relies on a model for which the encoder estimates
the parameters. It appears clearly that there is a trade-off between encoder complexity,
amount of information exchanged between decoder and encoder (via a feedback channel)
and accuracy of the correlation parameters used by the encoder.

Rate allocation: Another critical issue in all video compression systems is the rate
allocation to the different frames ir blocks for a targeted quality. Rate-distortion models
are often used for controlling the quantization parameters. For the WZ coded-data, so
far, the only model available is the lower rate bound expressed in terms of the correlation

between the two sources and the targeted distortion. However, this lower bound can
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be approached only under Gaussian assumptions and if the correlation parameters are
perfectly known to both the encoder and decoder. In practice, this value is an under-
estimation of the actual rate needed to recover the original data for the target distortion.
In [18], when the bit error rate at the output of the SW decoder exceeds a given threshold,
extra parity bits are requested via a feedback channel. This amounts to controlling the
rate of the code by selecting different puncturing patterns at the output of the turbo
code. In first implementations, the error rate was assumed to be the true error rate
given by the Hamming distance between the (original) sequence to be encoded and the
reconstructed sequence, which was not realistic. However, this exact error rate can be
replaced, with negligible compression performance loss, by a value estimated from the log
likelihood ratio available at the output of the channel decoder. Note that controlling the
code rate via puncturing mechanisms is feasible for particular codes (e.g. the turbo codes),
but not for others. Punctured LDPC codes perform poorly because the graph resulting
from the puncturing contains unconnected and single-connected nodes. LDPC-based rate-
adaptive codes are described in [28] and allow for a more flexible rate adaptation with
good performance at high compression ratios.

When a feedback channel is not available, rate allocation must be performed at the enco-
der. One possible solution is to choose a rate among a fixed set of possible rates depending
on the correlation with the estimated side information [17], at the expense however of a
sub-optimal rate allocation. Here again, there is a trade-off between encoder complexity,
information exchanged with possible latency, and accuracy of the rate allocation.

Status in terms of RD performance: The compression performance of current DVC
solutions greatly depends on the motion characteristics of the video sequence, hence also
of the frame rate of the input sequences. Fast motion will impact negatively the quality
of the SI. The quality of the SI also depends on the rate allocated to the Intra-coded

data from which it is extrapolated or interpolated. For sequences with low motion and
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high frame rates (e.g., 30 Hz), a compression performance gain is achieved with respect
to H.264/AVC Intra. However, in presence of fast motion or with low frame rates, this is

not always the case.

B.2 Scalable WZ coding

Scalable video coding is attractive for a number of applications. Classical scalable
coding solutions are based on closed-loop prediction techniques. Lower layers serve as
predictors to the original signal. The refinement signal, a residue of prediction, is then
computed. Layered video coding can also be recast into a WZ coding problem, where the
upper layers are coded independently and the lower layers are used as side information
at the decoder only. Layered distributed coding offers interesting features with respect to
closed-loop prediction techniques. The refinement signals do not depend on the coding
structure neither from the spatial resolution of the lower layers, leading to reduced encoding
complexity and improved error resilience. In contrast with classical closed loop prediction
often used in layered representations, there is no need to generate a prediction signal, only
the correlation structure needs to be known. The problem of error propagation inherent
to predictive approaches is thus alleviated.

Theoretic conditions so that successive refinements of information in a WZ setting can
asymptotically achieve the WZ RD function in each layer have been formulated in [29].
Optimum successive refinement can be achieved if the SI Yp1, used to decode the base layer
and the SI Yz, used to decode the enhancement layer are “equivalent” for a distortion level
Dpy, (see Fig. 3). Equivalence means that, if there exists an auxiliary variable U minimi-
zing the mutual information I(X;U|Ypy) for a distortion Dpr,, then I(U;YrL|YsL) = 0,
i.e., when the side information Ypy, for the base layer is given, the side information for the
enhancement layer Yz does not bring additional information on U. Note however that,

in practical layered coding systems, this condition is rarely verified.
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Fig. 3. Successive refinement at the decoder.

A scalable scheme is proposed in [30] where the base layer uses a standard codec and
bit planes of the enhancement layers are encoded with a WZ coder formed by a nested
quantization followed by LDPC codes. In [30], only the correlation between layers is
exploited; the temporal redundancy in the enhancement layers is not exploited. A spatial
and temporal scalable codec using PRISM to code the spatial and temporal enhancement
layers is described in [31]. Motion vectors from the base layer are used to construct the SI
used to decode the enhancement layers, thus exploiting as well temporal correlation. In
[27], classical closed-loop inter-layer prediction is combined with WZ coding to exploit the
temporal correlation between bitplanes of successive frames. WZ coding is applied on the

residues of classical inter-layer prediction.

B.3 WZ coding for error-resilient video transmission

As seen in Section II, WZ coding solutions rely on a quantizer followed by a channel
code which aims at correcting errors in the channel modelling the correlation between the
WZ encoded data (X) and the SI (Y). The rate of the channel code is chosen so that the
code allows the reconstruction of X up to the distortion introduced by the quantizer. In
presence of transmission errors, the quality of the SI will degrade. This problem, which

can be regarded as a problem of predictive mismatch at the decoder side, can be mitigated
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by decreasing the rate of the channel code. Parity bits produced by the WZ coder to
compress the source X are thus also exploited to combat the mismatch resulting from
losses and/or transmission errors [32].

Alternatively, WZ coding can be used as a forward error correction (FEC) mechanism.
This idea has been initially suggested in [33] for analog transmission enhanced with WZ
encoded digital information. The analog version serves as SI to decode the output of the
digital channel. This principle has been applied in [35], [34] to the problem of robust digital
video transmission. The video sequence is first conventionally encoded, e.g., using an
MPEG coder. The resulting bitstream constitutes the systematic part of the transmitted
information which could be protected with classical FEC, possibly with unequal error
protection. However, errors in parts of the bitstream, e.g. the temporal prediction residue
in conventional predictive coding which may be less heavily protected, may still lead to
predictive mismatch and error propagation, if the error correction capability of the code is
exceeded. WZ encoded data can be transmitted to facilitate recovery from this predictive
mismatch. The WZ data can be seen as extra coarser descriptions of the video sequence,
which are redundant if there is no transmission error. The conventionally encoded stream
is decoded and the corrupted data is reconstructed using error concealment techniques.
The reconstructed signal is then used to generate the SI to decode the WZ encoded data.

Beyond this general formulation, natural questions arise such as the selection of the data
to be WZ encoded for achieving the best rate-distortion performance for different channel
characteristics. In [35], the residue of the temporal prediction performed by the conventio-
nal coder is re-encoded for some frames called peg frames. The error propagation is thus
confined between two peg frames. Such techniques, called systematic lossy error protection
techniques, by avoiding the cliff effect of conventional FEC, may be advantageous for less

critical data to achieve a more graceful degradation of the reconstructed video quality.
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C. Recent Technical Developments: Multiview Set-Up

Multiview DVC has only very recently received attention from the scientific community,
considering first arrays of cameras capturing static scenes, or light fields. The focus in this
paper is on DVC for arrays of video cameras capturing scenes with moving objects. All
the techniques discussed above for monoview DVC systems are also needed for multiview
DVC. This section focuses on issues specifically involved in multiview DVC mainly related

to SI extraction.

Intra Intra Intra »
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WZ > WZ > WZ >
camera encoder decoder
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Intra o Intra p| Intra »
> decod v
camera encoder ccoder

Fig. 4. Multiview DVC illustrative configuration. “Intra-cameras” operate in a conventional

fashion while the “WZ-camera” requires joint decoding.

C.1 Capturing inter-camera spatial correlation

To explain the problem of SI extraction in multiview DVC, a simple configuration with
three cameras which do not communicate with each other, is considered (Fig. 4). This
system can be easily extended to more cameras without fundamentally altering the DVC
approach in multiview environments. Two of the cameras are referred to as Intra-cameras
and could perform any conventional monoview coding, i.e., their video streams are encoded
and decoded independently of the other cameras. The third camera, referred to as WZ-
camera, independently encodes the video sequence it captures, but video streams from the
other cameras are required for joint decoding (Fig. 4).

As in all multiview compression systems, a major issue is how to predict the signal
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captured by the WZ camera from those captured by the neighbouring cameras in an
efficient way. While in traditional multiview compression systems, these predictors are
computed and used by the encoder and signalled to the decoder, in DVC, they will be
computed and used by the decoder only. Hence, the study of solutions based on multiview
prediction techniques, but shifted to the decoder side, follows naturally.

A first approach to produce the SI is through Disparity-Compensated View Predicti-
on (DCVP) [36]. DCVP performs frame interpolation based on conventional block-based
motion estimation and compensation, but instead of using (temporal) previous and future
frames from the same camera, as a monoview decoder would do, it uses reference frames
from neighbouring cameras at the same time instances. The motion vectors generated are
called Disparity Vectors. It is shown in [36] that the use of disparity-compensated SI in
the decoding reduces the bit rate by up to 10% over decoding without SI. In the event
of fast motion or low temporal sampling rate, this technique could outperform motion-
compensated temporal interpolation which would exploit inner-camera temporal correlati-
on instead of inter-camera spatial correlation. Note that techniques to compensate varia-
tions of illumination in the views captured by the different cameras, which are currently
used in conventional multiview coding algorithms, could also be naturally shifted to the
decoder side to help estimate the SI in multiview DVC.

However, in general, block-based translational models are not sufficiently accurate to
predict well spatially adjacent frames because the disparity between objects in different
views depends on the distance of the object to the cameras, the cameras positions and
the scene geometry. Disparities between views captured by different cameras can also
be represented by global models instead of simple block-based translational models. A
six-parameter affine model is used in [37], which has been extended to an 8-parameter
homography in [38]. The homography is a 3 x 3 matrix that relates one view to another in

the homogenous coordinates system. The translational and affine models are special cases
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of the 8-parameter homography model. These models are suitable when the scene can be
approximated by a planar surface, or when the scene is static and the camera motion is a
pure rotation around its optical center.

The limitations of block-based translational models can also be addressed by introdu-
cing an epipolar constraint, which accounts for camera and scene geometry constraints.
The epipolar constraint is actually used to reduce the search of correspondences to a 1D
problem: given a point in one view, its corresponding point in the other view lies on the
epipolar line. Such an approach is considered in [39] in the particular case of a stereo came-
ra set-up in which inner-camera motion vectors are exchanged between sensors. Another
approach exploiting camera and scene geometry called View Synthesis Prediction (VSP)
has been shown to outperform DCVP by up to 2dB in multiview compression [40]. VSP
transposed to the decoder side can address the above limitations of disparity-based view
interpolation in multiview DVC. The approach requires first to estimate a depth map to
construct the 3D scene on the basis of the neighbouring views, and after to find the pa-
rameters and projection matrices associated with the intermediate camera. The 3D scene

can then be projected onto the intermediate camera image planes.

C.2 Fusion of temporal and spatial side information

Depending on the position of the cameras, on the spatial and temporal resolutions of
the sequences captured, and on the behaviour of moving objects in the scene, temporal
correlation in the sequences captured may be higher than inter-camera spatial correlation
or vice-versa. The two types of techniques can be combined with advantage. In the se-
quence captured by the so-called WZ camera in Fig. 4, some data (selected on a block or
frame level) will then be coded in Intra mode (e.g. H.264/AVC) while other data use a
WYZ coder, as explained in section III-B for monoview systems. Fusion techniques may be

used to select the adequate temporal or spatial predictions for the WZ coded data, and to
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blend them to finally produce the best possible SI. In [37], the 6-parameter warping ba-
sed prediction is combined with motion-compensated based temporal interpolation while
in [38], a fusion is done between temporal side information and homography-based side
information. The decision mask is estimated from the best prediction on the previous or
following non-WZ frame. Results show PSNR improvements between 0.2 and 0.5 dB when
compared to schemes exploiting no fusion, and making use of solely temporal or homogra-
phic predictions. However, the gains brought by the homography, or more generally by
exploiting inter-camera spatial correlation, depend on the distance between the cameras,
on the motion in the scene and on the targeted rate.

Motion vectors estimated between a previous and a current frame captured by an intra-
camera can also help estimating motion vectors required to generate the temporal ST used
by the WZ decoder (see Fig. 5). Special care needs to be taken to properly transform the
motion field from the intra-camera to an appropriate motion field to be used on a different
view, for another camera. This is achieved by a matrix transformation. If the cameras lie
in the same plane and point in the same direction, this transformation is not needed. This

approach called Multi-View Motion Estimation (MVME) is applied in [39] for a stereo

set-up.
Camera 0 Camera 1
(Intra) (Wyner-Ziv)
\ \
Frame (k-1) Frame (k-1)
l Motion £
Motion veetors | Motion
estimation "| estimation
Frame (k) J L Frame (k)

Fig. 5. MVME conceptual scheme: motion vectors are found in the intra camera and used in the

WZ camera.
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IV. MoST PROMISING DVC APPLICATION SCENARIOS

This section performs an analysis of relevant application scenarios, targeting the identi-
fication of the most promising ones from a DVC perspective. The list of scenarios selected
for more detailed analysis in this paper is:

1. Wireless video cameras - This application regards the wireless communication/streaming
of video signals between remote sites using small, portable cameras for video gathering
in diverse situations, e.g. meetings, parties, etc. This type of cameras can be used in
embedded systems integrated into cars, trains, airplanes or any mobile environment.

2. Wireless low-power surveillance - Surveillance is the process of monitoring the behaviour
of people, objects or processes within systems for conformity to norms in trusted systems,
for security or social control using wireless low-power devices. Relevant examples in this
area are traffic monitoring, surveillance inside vehicles, home monitoring, wildlife and fire
monitoring, and military reconnaissance and monitoring.

3. Video conferencing with mobile devices - Videoconferencing in its most basic form is
the transmission of synchronized video and speech back and forth between two or more
physically separate locations.

4. Mobile video mail - In contrast to SMS, MMS may have an arbitrary number of attach-
ments of different types, e.g. short text messages, complex documents, pictures or even
videos; one possible application of MMS is video mail.

5. Disposable video cameras - Disposable (one-time-use) photo cameras have been around
for years and have carved out a healthy niche in the overall photography market. However,
nobody had come up with a disposable video camcorder until around June 2005. The
business model for this type of camera revolves around the fact that the device will be
used by multiple customers, allowing spreading the cost of the hardware over a number of
purchases.

6. Visual sensor networks - With the proliferation of inexpensive cameras and non-optical
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sensing devices, and the deployment of high-speed, wired/wireless networks, it has become
economically and technically feasible to employ a large number of sensing devices for
various applications, including on embedded devices. Camera sensor products range from
expensive pan-tilt-zoom cameras to high-resolution digital cameras, and from inexpensive
web cams and cell phones cameras to even cheaper, tiny cameras.

7. Networked camcorders - Network cameras are devices with acquisition, recording and
transmission capabilities (also known as ’camcorders’). For many camcorders, the trans-
mission capabilities can be quite demanding, e.g. transforming the camcorder in a kind
of video server. Another possibility is to allow users to remotely control the camcorder in
terms of shooting direction/angle, zooming, etc. Network camcorders are shrinking in size
and in price, making them feasible for example for people interested in remote monitoring
through a local network or the Internet.

8. Distributed video streaming - The huge development of the Internet has given the
possibility to realize video streaming systems that allow a user to view a video sequence
at its own place while downloading it from a remote server or disk. Following the same
idea behind peer to peer networks, it is possible to consider the possibility of performing
?distributed streamingin order to give to the receiver the maximum possible data flow. The
video stream is sent to the receiver by different senders in a distributed fashion, reducing
the bitrate at the sender sides while increasing it at the receiver also with resilience and
reliability advantages.

9. Multiview video acquisition - Most video processing and coding solutions rely on one
single camera, referred to as a monoview approach. In the last two decades, extensions to
two-camera solutions (stereo) have been investigated with limited success in both coding
and video analysis applications. Multiview images of a scene can be used for several
applications ranging from free viewpoint television (FTV) to surveillance. In FTV, the

user can freely control the viewpoint position of any dynamic real-world scene.



21

10. Wireless capsule endoscopy - Many human diseases can only be spotted with images
of the ill region. With X-ray, the whole body can be photographed but these images are
not very accurate, and not all diseases can be detected by this technique. An example is
to determine the source of gastrointestinal bleeding since X-ray studies may be unable to
pinpoint the exact locations of abnormalities. For this purpose, the capsule endoscopy with
image and video capabilities has emerged as an effective way to evaluate gastrointestinal
problems.

Table 1 presents a summary of the DVC related potential benefits and drawbacks for the
above applications. Table 1 shows that applications such as distributed video streaming
and networked camcorders (bidirectional, monoview scenario), wireless low-power surveil-
lance (bidirectional, multiview scenario), wireless video cameras (unidirectional, monoview
scenario) and visual sensor networks (unidirectional, multiview scenario) are particularly

interesting considering the number of potential DVC benefits.

V. CONCLUDING REMARKS

Despite the growing number of research contributions in the past years, there are many
open problems to be solved to bring DVC to a level of maturity closer to traditional
predictive solutions. In terms of performance, DVC solutions will always be more or less
significantly limited by the impossibility to meet the Gaussianity innovation condition set
by the WZ theorem. The first major issue to be addressed, both in the mono and multiview
set-ups, also follows from the WZ theorem when it assumes that the statistical dependence
between the WZ frames and the SI needs to be known by the encoder and decoder for
the optimal performance to be reached. Considering that the encoder does not know the
SI and the decoder does not know the originals, the estimation by both the encoder and
decoder of this statistical correlation will still be a major research item in the years to come

since it significantly impacts the RD performance. This problem assumes more nuances
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for the multiview set-up, considering the additional number of dimensions involved in the
side information creation process and thus on the determination of the noise correlation
model(s). Another major DVC challenge is the side information creation process itself due
to its strong impact on the final RD performance, notably for less well behaved content and
for multiview content. In this context, a major issue to address will be the advantage or
not to have the encoder adaptively sending to the decoder auxiliary information and, in the
positive case, the type, and amount of this helping data also in relation to its additional
encoder complexity. For the multiview case, this issue should be more complex as the
relative position of the cameras and the geometry of the scene may have a great impact
on the way to efficiently estimate the various side informations. Another important issue
regards the study of new channel codes in the Slepian-Wolf module beside the channel
codes used until now, mainly LDPCs and turbo codes. Advances in the channel coding
arena will very likely also imply advances in the DVC arena. Finally, rate control (notably
if no feedback-based architecture is used) is also a critical topic since the way the available
rate is invested on the various components of the WZ stream strongly affects the final RD
performance.

At some stage, it will be critical to finally understand what the effective functional tar-
get of DVC technology is. While it is already theoretically known that RD performance
by itself will never be a DVC argument, flexible complexity budgeting, error resilience,
scalability and multiview set-ups are the functional candidates for which there are reaso-
nable hopes on specific DVC advantages. Certainly, a functional feature that DVC already
shows is the lack of need for communication between the cameras in a multiview set-up
but this will only become a functional advantage if DVC RD performance will evolve to
outperform standard, low complexity independent camera coding solutions such as those

based on H.264/AVC Intra and H.264/AVC Inter with no motion estimation.
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