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Introduction

The motility of its cellular components is
a key feature of the immune system since
it allows the selective recruitment of cells
to defined places and niches not only to
combat invading pathogens but also to
pass through tightly controlled programs
of immune cell development and matura-
tion. In nature, two profoundly different
processes contribute to immune cell motil-
ity: passive transport in blood and lymph
fluid between different lymphoid and non-
lymphoid organs, and active migratory
processes that control entry and exit to
and from lymphoid organs as well as their
precise positioning therein. Furthermore,
active cell migration is a key process that
allows the entry and exit of effector cells to
places of infection and inflammation. It is
generally accepted that the passive, blood-
mediated transport of immune cells to lym-
phoid and nonlymphoid organs occurs as
a random, noncontrolled process. In con-
trast, a plethora of studies in the past two
decades have revealed many of the cellular
and molecular cues that control immune
cell migration to and within defined com-
partments. While passive transport allows
rapid cellular distribution and dissemina-
tion throughout the body, active migratory
processes are of paramount importance to
tightly control the immune system. Pas-
sive transport and active migration provide
the basis of all immune responses not only
in vertebrates but also in all multicellular
organisms that harbor motile immune cells
with defined effector functions. This View-
points series addresses several emerging
aspects of leukocyte migration.

Key players in immune cell
migration

Leukocyte migration from the blood com-
partment into tissues is a process that was
first reported almost 200 years ago and
molecularly defined as a multistep pro-
cess in the early 1990s of the past century
[1]. Additional studies have subsequently
defined the molecules and the sequence
of the events involved in leukocyte-
endothelial cell interaction [2–5]. Leuko-
cyte extravasation is now envisioned as
a process that undergoes the following
sequential steps: tethering, rolling, activa-
tion, adhesion, crawling, and transmigra-
tion, with each step relying on the func-
tion of a defined set of molecules. The
expression of L-selectin by leukocytes and
P- and E-selectins by activated endothe-
lial cells are mostly responsible for tether-
ing and rolling of leukocytes on the lumi-
nal endothelial blood surface. Selectins
interact with cognate glycosylated ligands
expressed by the interacting cells. On
the other hand, leukocyte activation and
arrest on endothelium is rapidly induced
by the engagement of leukocyte chemotac-
tic receptors by chemotactic factors immo-
bilized by glycosaminoglycans or heparan
sulphates. The “inside-out” signaling gen-
erated by activated chemotactic receptors
is crucial for the transition of integrins
from the low to the high affinity con-
formation and for the arrest of leuko-
cytes on activated endothelial cells [6].
A more recent contribution to this sce-
nario is emerging from the understand-
ing of the role of the so-called family of
the atypical chemokine receptors (ACKRs).

ACKRs are seven-transmembrane span-
ning proteins that bind chemotactic fac-
tors in a promiscuous manner in the
absence of the classic G-protein-coupled
signaling that characterizes chemotactic
receptors. ACKRs, located at either the
haematic or lymphatic endothelial barri-
ers, are now believed to shape the chemo-
tactic gradient through the degradation
of secreted chemokines or the presenta-
tion/concentration of chemokines on the
surface of activated endothelial cells. In
the Viewpoint series in this issue, Del Prete
et al. summarize recent insights into an
ACKR named CCRL2 [7].

Chemotactic factors include pathogen-
associated molecular patterns such as
formylated peptides, complement pro-
teins (e.g. C5a and C3a), lipids (e.g.
PAF and LTB4), and chemokines [8].
The Viewpoint by Yang et al. summa-
rizes the role of alarmins, a new hetero-
geneous family of chemotactic agonists
[9]. Alarmins include different types of
molecules, such as antimicrobial peptides,
nuclear-binding proteins, heat shock pro-
teins, nucleotides/metabolites, and gran-
ule proteins released by stressed cells.
Alarmins induce the recruitment and acti-
vation of antigen presenting cells, as well
as other immune cells, often in cooperation
with other chemotactic factors through the
activation of different types of receptors,
many of them still uncharacterized.

Impaired migration in primary
immunodeficiency

The crucial role of leukocyte recruitment
in immune responses is witnessed by the
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clinical manifestations associated with
genetic defects in cell adhesion,
actin cytoskeleton reorganization, and
chemokine receptor signaling that are
reviewed in the Viewpoint by Badolato
[10]. Historically, the first such evidence
was obtained in patients with mutations
in the gene encoding CD18, the β2 inte-
grin chain (LAD I; leukocyte adhesion
deficiency-1) and in the gene encoding for
a GDP-fucose transporter involved in the
synthesis of selectin ligands (LAD II). More
recently, a third genetic adhesion defect,
characterized by mutations in the gene
encoding for kindlin-3, a protein involved
in integrin activation, has been reported
and named LAD III. All these patients
present neutrophilia and increased suscep-
tibility to bacterial infections. Since LAD III
patients present a general defect in integrin
activation, they also experience defects in
platelet activation and osteoclast func-
tions [11]. A defect in actin polymeriza-
tion known as Wiskott–Aldrich Syndrome
(WAS) is caused by mutations in a pro-
tein, the WAS protein (WASP), involved in
actin polymerization. Mutations in WASP
are responsible for four related diseases
characterized by microthrombocytopenia,
eczema, and recurrent bacterial infections
due to the reduction in the number of
näıve T cells, decreased antibody response
and impaired migration of innate effector
cells and lymphocytes [12]. Finally, the
WHIM (warts, hypogammaglobulinemia,
infections, and myelokathexis) syndrome
represents the first identified example of
human disease characterized by a genetic
defect of a chemokine receptor. In WHIM
patients, the expression of truncated forms
of the C-terminal tail of the receptor is
associated with a prolonged response to
CXCL12, the CXCR4 cognate ligand, which
results in neutrophil bone marrow reten-
tion. Patients with WHIM syndrome have
increased bacterial infections, especially
of the respiratory tract; in agreement with
the phenotype originally observed in mice
deficient for the CXCL12 receptors, CXCR4
and CXCR7 [13, 14], WHIM patients also
show a higher rate of congenital heart
defects.

Migration and induction of
tolerance

Tolerance to self and innocuous antigens
is provided by two main mechanisms,
namely central tolerance in primary lym-
phoid organs and peripheral tolerance in

secondary lymphoid organs and peripheral
tissues. Chemokines were shown to be pro-
foundly involved in both types of toler-
ance acting at the level of T-cell and DC
recruitment [15]. T-cell central tolerance
is induced in the thymus and a nonredun-
dant role of chemokines was shown in the
trafficking of progenitor cells from the cor-
tex to the medulla [16]. Chemokines were
also shown to play a crucial role in the
recruitment and positioning of thymic DC
subsets. In their Viewpoint, Hadeiba and
Butcher discuss the role of three main sub-
sets of DCs present in the thymus, each
of them endowed with specific roles in T-
cell clonal deletion and Treg-cell induc-
tion [17]. The recruitment and correct
homing of each of these populations was
shown to be dependent on the expression
of specific chemokine receptors, such as
CCR9 for plasmacytoid DCs, XCR1 for res-
ident DCs and CCR2 for migrating con-
ventional DCs [18–20]. Similarly, Treg
cells, which represent one of the main
effector mechanisms of peripheral toler-
ance, home, and recirculate through the
expression of specific chemokine recep-
tors. Thymic-derived natural Treg cells
leave the thymus and migrate to sec-
ondary lymphoid organs through the
expression of CCR7 and CD62L. On the
contrary, inducible Treg cells need to
express selective homing receptors to recir-
culate between the lymph nodes and the
extra-lymphatic tissues, such as gut or
skin, in order to properly shape their
function. In their Viewpoint, Pabst and
Bernhardt focus on the mechanisms that
control the generation, maintenance, and
function of Treg cells in the digestive tract
[21].

New insights in cell migra-
tion behavior by novel imaging
techniques

During the past decade, two-photon laser
scanning microscopy (2-PM) has been
applied with great success to reveal the
positioning, movement, and interaction
dynamics of immune cells within intact
tissues. Compared with conventional epi-
fluorescence or confocal microscopy, 2-PM
provides better penetration depth in com-
bination with little tissue damage while the
spatial resolution is of poorer quality. Since
2-PM has been frequently used in intravi-
tal experimental settings, the analysis of
cellular interactions taking place within
living, anaesthetized animals has offered

profound new insights into immune cell
motility and function. In contrast to con-
ventional fluorescence microscopy, which
uses excitation wavelengths within the
visible spectrum, in 2-PM a single fluo-
rochrome molecule has to be hit not by
one but, nearly simultaneously, by two
infrared photons. In order to achieve exci-
tation, these 2 photons are of approxi-
mately double the wavelength and thus
half the energy [22]. This approach offers
several advantages. First, due to its longer
wavelength, the infrared excitation light
is scattered less that yields higher pene-
tration depth. Second, only within a very
small volume within the focal point of
the optical system is the probability high
enough that near-simultaneous interac-
tions of two infrared photons with the
very same fluorochrome molecule actually
result in its excitation. Thus, generation of
“out-of-focus” light as well as fluorochrome
bleaching outside of the focal plane is
intrinsically eliminated, which helps to
conserve the specimen and allows con-
tinuous imaging of the very same region
for several hours. Tang et al. discuss, in
their Viewpoint [23], recent advantages
and the so far unmet needs in fluorescence-
based optical imaging that are required to
further dissect complex cell–cell interac-
tions and to visualize the functional con-
sequences for immunity and tolerance.
Tang et al. [23] discuss five important
challenges — imaging depth, multiplex
detection, faster imaging, higher resolu-
tion, and data capture and processing
— that require considerable improvement
to gain substantially new insights into
the processes that control cell motility
and the functional consequences of these
processes.

Interfering with cell migration as
novel therapeutic approaches

As outlined above, the homing of immune
cells to defined organs and subcompart-
ments therein is controlled by the orches-
trated expression of several classes of
molecules required for cell homing. This
feature not only allows the controlled
access to tissues but also offers new ther-
apeutic approaches that interfere with
selective steps of the cell homing cas-
cade. Griffith and Luster’s Viewpoint gives
an overview of the molecules involved
in cell homing during inflammatory pro-
cesses that are currently targets in clin-
ical trials. In particular, they focus on
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two compounds: Natalizumab and Sphin-
golimod (FTY720) [24]. Natalizumab is a
humanized mAb that blocks α4 integrins
and thus interferes with α4β7 integrin-
mediated homing of cells to the intes-
tine and α4β1 integrin-dependent homing
to the brain. This drug has shown very
promising results in treating patients with
inflammatory bowel disease and multiple
sclerosis [25, 26]. However, treatment of
patients with this antibody also creates
new challenges. In some patients the neu-
rotropic JC virus, which is present in more
than 50% of the healthy adult population,
cannot be controlled, leading to progres-
sive multifocal leukoencephalopathy [27].
Sphingolimod is also being tested in clini-
cal studies in patients with MS. However,
the mode of action is rather different.
It binds to four of the five sphingosine-
1-phosphate receptors [28] and
evidence is accumulating that Sphin-
golimod mediates its therapeutic effects
by inhibiting the egress of activated T
cells from secondary lymphoid organs
[29]. Thus, it seems that the trapping of
activated cells in lymphoid organs rep-
resents the main mode of action of this
substance.

Conclusions

Based on fundamental experiments of the
past two decades, the mechanisms that
regulate egress of immune cells from blood
to lymphoid and nonlymphoid tissue are
largely understood. In contrast, hardly
anything is known regarding the homing
of afferent lymph-derived cells to lymphoid
organs. This open field requires further
investigation since many of the fundamen-
tal processes of immunology, such as DC
mobilization from the peripheral organs to
the draining lymph nodes, rely on this traf-
ficking route. New imaging techniques like
2-photon and light-sheet microscopy will
be of profound value in gaining a better
understanding of the molecular and cellu-
lar mechanisms that regulate immune cell
trafficking from and to the bloodstream as
well as the lymphatic system. The selec-
tive interference with immune cell hom-
ing or egress to or from defined lym-
phoid and nonlymphoid organs offers new
therapeutic strategies to dampen chronic
inflammatory processes. Several biolog-
ics, in particular those directed against

different integrins and selectins, are cur-
rently being tested in clinical trials and
show very promising results. Although
belonging to the large and frequently
therapeutically targeted family of G
protein-coupled receptors, the therapeutic
potential of targeting chemoattractant
receptors is still largely unexploited.
Clearly, further studies are needed to bet-
ter delineate the capacity of this receptor
class as drug targets.
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Technologies to observe and understand cells in motion

The future of immunoimaging — Deeper, bigger, more precise, and definitively more
colorful
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Immune cells are thoroughbreds,
moving farther and faster and survey-
ing more diverse tissue space than
their nonhematopoietic brethren.
Intravital 2-photon microscopy has
provided insights into the move-
ments and interactions of many
immune cell types in diverse tis-
sues, but more information is needed
to link such analyses of dynamic
cell behavior to function. Here, we
describe additional methods whose
application promises to extend our
vision, allowing more complete, mul-
tiscale dissection of how immune cell
positioning and movement are linked
to system state, host defense, and
disease.

The immune system is like a fine
mechanical watch — there are a large
number of parts that must work together
to achieve the right result. For the
watch, the goal is keeping perfect time,
and for the immune system, the goal
is optimally protecting the host. If the
pieces are not machined and assem-
bled properly, the watch (immune sys-
tem) can run too slowly (immuno-
deficiency) or too fast (autoimmunity/
inflammatory disease). There is a del-
icate balance in the interaction of the
watch parts — they must move properly,
engage for just the right amount of time,
then disengage, and move again. Like-
wise, the cells of the immune system must
circulate and migrate, find the right cel-
lular partner at the right time, engage
for the proper duration, signal effectively,
change gene expression, and then move
once again. Dynamics and positioning are
crucial aspects of immune function that
need to be described and understood if
we want to have an accurate picture of

the system and how it carries out its
activities.

Like a watchmaker, who uses magnify-
ing lenses to peer at the minute parts of
a complex timepiece to check its function,
investigators have turned to optical imag-
ing to gain knowledge about the dynamic
properties of immune cells in their in vivo
environments. Over the past decade, in
particular, intravital 2-photon imaging has
provided a wealth of insights into what
is now called “immunodynamics” [1–3].
We have seen how näıve T and B cells
move within secondary lymphoid tissues
and acquire antigenic information [4–14],
the intricate dance of T and B cells at the
T/B-border and within germinal centers
[15–20] and of developing thymocytes in
that organ [21, 22], the reactivation of
memory T cells [23–25], and osteoclast,
platelet, and neutrophil mobilization in
the bone marrow [26–28], as well as
the movement of innate and adaptive
effectors in tissues such as skin [29–31],
liver [32–34], central nervous system
[35–37], lung [38, 39], and tumors [40,
41] among others. Migration and local
probing behavior of dendritic cells in
diverse sites has been examined [42–
45]. The role of stromal elements in
guiding immune cell migration has been
discovered [46], the key contribution
of adequate cell–cell adhesion in over-
coming the dispersive migratory proper-
ties of lymphocytes and permitting effec-
tive intercellular cooperation has become
clear [47], the restricted anatomical
domains in secondary lymphoid organs
within which some innate and adap-
tive immune cells migrate while await-
ing evidence of host invasion have been
revealed [48], and the in vivo operation of
chemokines with regard to facilitating the
encounter between rare cell populations
delineated [49,50].

While these discoveries have “ani-
mated” the field for years, we are still far
from where we need to be to link informa-
tion on molecules, signaling pathways, and

gene regulatory events to these descriptive
dynamics. New tools and techniques are
required to see more for longer in larger
volumes. Methods that allow simultaneous
tracking of receptor signaling events and
cell movement, of cytokine production and
the response to these key mediators and of
gene activation are essential for connecting
dynamic behavior with function and differ-
entiation. Regions of tissues currently inac-
cessible to our imaging platforms need to
be made visible, tracking needs to occur
in larger volumes to avoid loss of cells
over the time span involved in their pro-
gression from resting cells to a differen-
tiated state, many more cell types (includ-
ing stromal elements such as mesenchymal
cells, nerves, and vessels) need to be dis-
tinctively labeled for visualization at one
time, and resolution must be increased to
permit intracellular elements to be mon-
itored. New computational tools must be
developed to cope with the vast amount
of data that will be generated by imag-
ing more colors, with greater resolu-
tion, for longer times, and in larger vol-
umes, including visualization methods that
make such complex data understandable
to the experimentalist. In this Viewpoint,
we briefly describe the evolving methods
(Fig. 1) that will contribute to overcom-
ing these limitations and how their imple-
mentation will provide essential insights
into immune function in health and
disease.

Challenge number 1 — imaging
depth

Even in mice, the main experimental ani-
mal used for immune system dynamic
imaging, many events that need to be visu-
alized are hundreds of microns to mil-
limeters from the surface of a tissue. Cur-
rent fluorescence-based intravital imaging
techniques can only probe the region near
the surface (up to 200–300 μm) in dense
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Figure 1. Overview of improved
imaging modalities. (A) The current
state of the art in imaging the
interfollicular area and B-cell fol-
licles of a lymph node is shown.
(B) Improved imaging depth by
means of adaptive optics is shown.
(C) Detection of multiple different
signals by means of multiplexing
tools such as multiple lasers or new
chromophores is shown. (D) High-
speed 3D imaging using sheet illu-
mination is shown. (E) The visual-
ization of subcellular compartments
using super-resolution imaging tech-
niques is shown.

lymphoid and other tissues; this is because
of the dispersive optical properties of these
biological structures. To gain information
deep in live tissue by multiphoton imag-
ing, photons carrying input information
(excitation) have to be efficiently deliv-
ered to the location of interest (focus),
and the output information (fluorescence)
has to be transmitted back via emitted
photons that can be collected and detected
by light sensors. Within deeper areas of
tissues, scattering and absorption pro-
cesses will dramatically attenuate the exci-
tation laser intensity that reaches the focal
point and the heterogeneous structure of
the tissue will distort the light propagation
wavefront, so the excitation light cannot
be tightly focused. Such optical aberration
is a major factor leading to degradation of
image quality.

Recognizing this limitation, many
groups have been working on solutions.
Near term, the simplest approach is
the use of far-red or near-infrared (IR)
fluorochromes and fluorescent proteins
[51–54]. The longer wavelength of the
excitation and emission photons involved
in imaging such fluorochromes and pro-
teins allow for better tissue penetration
with less scattering or absorption than
shorter wavelength photons. A penetration
depth up to 1.6 mm in mouse cortex has
been demonstrated with the laser wave-
length tuned at 1.28 μm and emission in
the near-IR range [55].

A very promising method that is not
limited by wavelength in this way involves
a technique that is termed adaptive optics
(AO) (Fig. 1B). Such a method aims to pre-
compensate the light wavefront distortion

inside the live tissue and allow a maximum
amount of coherent laser light to reach
the focal point. This approach can dramat-
ically improve imaging contrast [56, 57].
While the speed of the wavefront opti-
mization process has been increased sig-
nificantly, compatible with typical dynamic
multiphoton intravital imaging methods,
the improvement of signal quality using
AO approaches comes with the price of
a smaller field of view. This is because
the wavefront distortion has to be mea-
sured and compensated at different loca-
tions inside the heterogeneous tissue
sample, a process that takes time both due
to the physical properties and software
control of the adaptive mirrors employed
to control the beam. These limitations will
eventually be overcome through develop-
ment of faster hardware and software.
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Even with current AO technology, one
can now perform highly resolved imag-
ing in small fields deep within tissues that
are structurally stable (i.e. bone marrow,
skin).

Other new optical approaches that
extend the penetration depth even
further, to beyond millimeter scale, are
also in development. One such tech-
nique is ultrasound-guided optical imaging
[58, 59], which takes advantage of an
acoustic wave. The latter is less sensitive
to the tissue medium that scatters the light
wave and can be used to guide excitation
and emission photons. This method can
currently achieve imaging resolution up to
12 μm at a depth of 2 mm [59], making
it potentially useful not only for deep ani-
mal imaging but also for application to the
dermis in humans, as one example.

These methods not only promise to
allow visualization of objects deeper in
tissues than presently accessible, but also
the imaging over time of larger volumes
than can be presently examined. Because
of cell motility, capture of information
from a larger volume not only reduces sam-
pling error (more events can be tracked),
but also permits cells to be followed over
longer time intervals (because they stay
within the imaging volume). In combina-
tion with hardware improvements that per-
mit faster scanning, more sensitive pho-
ton detection, and faster movement of
the stage holding the specimen, these
advances will provide an enhanced abil-
ity to link early and late events during
an ongoing response on a per-cell basis
throughout a larger range of organ com-
partments. Ultimately, this will allow for
continuous tracking of cells and their fates
after asymmetric division and during dif-
ferentiation [60].

Challenge number 2 — multiplex
detection

Immunity is a highly concerted process
involving many different cellular and
molecular players. For this reason, the
present imaging methods that typically
involve three to four colors per experi-
ment are incapable of revealing many of
the elements that play an important role in
immune processes. This limitation applies
at the macroscale (insufficient diversity of
cell types and stromal structures visual-
ized), so that the impact of tissue orga-
nization and many different types of cell–
cell contacts is not well appreciated. It is
also true at the nanoscale — without an

ability to multiplex more extensively, we
cannot track both cell behavior and the
molecules involved in cell interactions and
signaling or gene activity. Yet, such co-
measurements are critical if we are to link
bulk dynamics to the processes of cellular
activation and response crucial to immune
function. Achieving these goals requires
new experimental capability to observe
multiple different cellular and molecular
players at the same time, in the same
sample, and with the same imaging con-
figuration.

The current spectral range of fluo-
rescence detection is from near ultra-
violet (UV) to near IR. Considering
the intrinsic fluorescent bandwidth of
typical chromophores, the number of
different fluorophores that can be distin-
guished within this spectral range is lim-
ited using conventional filtration methods,
even assuming that an ideal set of labels
with well-separated fluorescent spectra
can be employed experimentally. The fol-
lowing four methods promise to overcome
these present limitations by facilitating the
simultaneous detection of multiple compo-
nents (Fig. 1C):

(i) The use of multiple lasers tuned
to different excitation wavelengths.
Employed in the proper way, this
allows optimized excitation of a vari-
ety of fluorochromes rather than the
severe compromise typical of single-
laser instruments, permitting sub-
stantial improvement in detection of
labels expressed at low levels and the
use of more distinct fluorochromes
that in combination would not be
well excited with single-laser systems
[61,62].

(ii) The development of new chro-
mophores (synthetic dyes or fluores-
cent proteins) with fluorescence spec-
tra beyond the current range. For
example, more near-IR or IR fluo-
rescent proteins have already been
developed in the past few years [51,
63–66], extending the palette avail-
able for imaging studies with current
microscope systems.

(iii) The application of spectral unmixing
strategies. Rather than using filters
to isolate distinct (nonoverlapping)
regions of emission spectra to iden-
tify targets, one can “deconvolve” the
entire emitted fluorescent spectrum
to identify the target chromophore by
its specific emission spectral profile
[67]. This requires the chromophore
to have a signal strong enough to be

split into the multiple spectral win-
dows, each of which captures fewer
total emitted photons. One has to find
a balance between the spectral preci-
sion (more windows) and sensitivity
(signal/noise = larger windows), set-
ting a limit to the use of this approach
when the cell or molecule of interest
can only have a limited overall fluo-
rescent output. A related approach is
to label each target component with
multiple chromophores and modu-
late the ratio between different chro-
mophores to identify various biolog-
ical components (spectral painting).
This approach has been successfully
demonstrated in the application of
single molecule mRNA FISH [68] and
in Brainbow [69] and similar trans-
genic animals. Here, the complex
emission spectrum from each differ-
ent color combination provides a sig-
nature for that target. This approach
can be further enhanced by careful
choice of chromophores with distinct
absorption spectra permitting selec-
tive excitation at different laser wave-
lengths when using multiline instru-
ments.

(iv) The combination of standard wave-
length detection methods with other
strategies for fluorochrome identifica-
tion. One well-established approach
in single-cell imaging is fluorescence
lifetime measurement [70, 71] and
this has recently been incorporated
into multiphoton intravital imaging
[72]. In this method, special detec-
tors and software statistically charac-
terize the time interval (on a nano-
second scale) between the excitation
and emission events for each chro-
mophore molecule. Many spectrally
overlapped chromophores have very
distinct fluorescence lifetimes, so this
technique can be used to add another
dimension to the “identity space” of
these labels. With the newest gener-
ation of high sensitivity detectors on
commercial microscopes, implemen-
tation of fluorescence lifetime mea-
surement is becoming an available
tool for intravital multiphoton imag-
ing.

A final area in which substantial
progress is needed in the area of multi-
plex detection is in the creation of opti-
mized probes for the analysis of intra-
cellular signaling, molecular localization,
or gene expression. A few intravital stud-
ies have characterized such events, most
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involving dye-based calcium sensors [13,
73], in vivo staining [74], fluorescent
chimeric proteins [75,76], and fluorescent
gene reporters [77–80]. The calcium stud-
ies are limited by the leak rate of the sen-
sor dyes to just an hour or two after cell
transfer, the chimeric proteins are both
difficult to detect and the analysis suffers
from artifacts of optical resolution limita-
tions and signal intensity differences in the
axial dimension, and the gene reporters
produce cytoplasmic proteins whose life-
time greatly exceeds that of cytokine tran-
scripts, thus failing to provide a properly
time-resolved record of gene activity that
can be linked to cell dynamics [81]. To
make progress in these areas, these limita-
tions must be overcome. New fluorescent
proteins have been developed [82] for the
generation of optimized FRET sensors that
can detect signaling events such as calcium
elevation, MAPK pathway activation, and
the like and should allow creation of genet-
ically labeled cells whose signaling can be
tracked without the present posttransfer
time limitation. The improved sensitivity
of newer instruments will permit better
detection of chimeric proteins expressed
close to physiologic levels and some of
the methods described below will enhance
axial resolution that presently limits such
analyses. The creation of a new genera-
tion of genetic reporters producing desta-
bilized fluorescent reporters, or secreted
versions of such proteins, will improve the
temporal connectivity between appearance
of these labeled proteins and the underly-
ing genetic activities of the cell of interest
[83]. Together, such tools will allow inves-
tigators to link molecular events with cell
behavior.

Challenge number 3 — faster
imaging

The complexity of biological systems not
only exists in the space domain, but also in
the time domain. Cellular and molecular
dynamics have multiplex temporal features
ranging from femtoseconds to hours. Both
the sampling speed and length of image
collection of present instruments and their
linked computers dictate the time resolu-
tion that can be achieved.

To date, the predominant scheme for
sample illumination is point scanning,
which limits information collection rate
due to the time needed to move the beam
over the entire x-y dimensions of the imag-
ing field. A major breakthrough in the past
few years allows for parallel illumination

of biological samples, sometimes in three
dimensions. In these methods, a modi-
fied optical system illuminates a selected
plane rather than a single point inside
the biological sample, with the fluores-
cence from the whole plane detected by
a wide field imager (Fig. 1D). For exam-
ple, light sheet microscopy [84–86] uses
one lens to create a narrow sheet of laser
focus inside the tissue, and another objec-
tive is used to acquire fluorescent images at
the perpendicular direction. Bessel beam-
based light sheet microscopy [87] further
improves the spatial resolution especially
in the axial dimension. Another tempo-
ral focusing scheme [88, 89] modulates
the excitation laser pulse width so that
the multiphoton excitation is confined in
a sheet-like region. Although the tempo-
ral focusing method is limited to non-
linear excitation, it brings the convenience
of using only a single objective lens with
less spatial restriction for sample arrange-
ment.

Challenge number 4 — higher
resolution

In principle, the resolution of an opti-
cal microscope is limited by the optical
diffraction, in the range of a few hundred
nanometers with a lens of the highest pos-
sible numerical aperture. In practice, one
has to find a balance between the working
distance of the lens and numerical aper-
ture, preventing use of the best resolv-
ing lenses for most intravital imaging pur-
poses. In addition, the optical aberration
inside tissues also degrades resolution, so
methods to correct such aberrations, like
the AO approaches discussed above, are
needed to achieve near-diffraction-limit
resolution deep inside tissues.

During the past decade, however, there
have been a number of exciting break-
throughs that allow biological samples to
be imaged at a resolution far beyond the
optical diffraction limit (Fig. 1E). These
novel approaches can be generalized into
two types: one type takes advantage of sin-
gle molecule location measurement, such
as photoactivated localization microscopy,
fluorescence photoactivated localization
microscopy, and stochastic optical recon-
struction microscopy [90–92]; the other
creates subdiffraction excitation patterns,
such as stimulated emission depletion
[93] and structured illumination [94].
These new techniques are poised to reveal
detailed molecular and structural informa-
tion inside live tissues. Although to date

most applications are with relatively flat
cells in culture systems, some exciting
recent developments have begun to incor-
porate such schemes into intravital imag-
ing scenarios [95], permitting the detec-
tion of subcellular events with improved
precision, at least close to the surface of
various tissues [96].

Challenge number 5 — data cap-
ture and processing

All the above advances will help collect
more information on the immune system
in situ, but without the proper means
for data analysis, we will make little
progress in understanding things. A new
generation of software tools is needed
to better analyze the image data, prefer-
ably allowing more to be done automati-
cally and in an unbiased manner than is
presently possible [97]. Some progress has
been made in this arena over the past sev-
eral years, both by commercial software
vendors and academic centers, but much
more is needed. Optimized algorithms are
required to handle the much larger num-
ber of objects to be tracked when the
imaging volume is increased and more
cell types are visualized in more colors,
for both analytic purposes and for display
of the underlying cell movements; embry-
ologists have made substantial progress
in this direction [86, 98] and their meth-
ods need to be adopted (and adapted) by
immunological imaging experts. Progress
is also needed to address specific issues in
molecular imaging, which is highly sensi-
tive to depth-related image intensity arti-
facts. Some schemes to deal with such
problems have already appeared [75, 79]
but as the field embraces molecular imag-
ing going forward, further improvements
will be crucial. Other analytic tools that
have been introduced to handle the anal-
ysis of cell movements into and out of
defined volumes such as germinal cen-
ters or to measure synaptic dimensions
[99,100], provide a display in two dimen-
sions out of four or more parameters such
as time, speed, directionality, and distance
from a defined site. These parameters
greatly aid in understanding chemosens-
ing behavior (Lämmermann et al., sub-
mitted manuscript), differentiate random
walk from other migratory behavior [101,
102], and evaluate contact times between
two cell types [103]. These datasets may
then be used to derive mathematical mod-
els of complex cellular behavior, which
by iterative processes can be refined and
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may allow for prediction of biological out-
comes that can be tested in in vivo models
[102,104–110]. Finally, the field will need
to move away from the maximum projec-
tion of the 2D movies that are currently
used for 3D displays that allow a better
appreciation of depth in the full imaging
volume.

Conclusion

Here, we have very briefly surveyed some
of the emerging techniques that will aid
our probing of the dynamic behavior of
the immune system going forward. They
will allow a larger portion of an organ to
be examined, many more elements to be
tracked simultaneously, cell analysis to be
combined with molecular imaging, and cell
function linked to dynamic behavior. An
essential point to emphasize, however, is
that while such imaging can be revealing in
its own right, it is most valuable as a part of
the larger fabric of immune investigation;
dynamic imaging data need to be properly
associated with information gathered by
other means, such as static tissue imaging
[111,112], flow cytometry, ex vivo assess-
ment of lymphocyte activity and polariza-
tion, genetic and epigenetic studies, and
overall measurements of systemic immu-
nity and host resistance. Only through inte-
gration of information garnered using the
full range of methods available to the field
can we develop a comprehensive model of
immune system behavior, in which events
on the micro- and macroscale are linked
to the mesoscale dynamics of individual
cells that are the present focus of imag-
ing analysis. With the increased depth and
breadth of analysis, we anticipate from rig-
orous application of the methods reviewed
here, we are confident the future is, not to
put too fine a point on it, “bright”.
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Alarmins are endogenous, constitu-
tively available, damage-associated
molecular patterns that upon release
can mobilize and activate various
leukocytes for the induction of innate
and adaptive immune responses.
For our immune system to func-
tion appropriately, it relies on nav-
igating various leukocytes to dis-
tinct places at the right time. The
direction of cell migration is deter-
mined by chemotactic factors that
include classical chemoattractants,

chemokines, certain growth fac-
tors, and alarmins. This viewpoint
provides an overview of alarmin-
induced cell migration. Alarmins
are capable of inducing the migra-
tion of diverse types of leukocytes
and nonleukocytes either directly
by triggering specific receptors or
indirectly by inducing production of
chemokines through the activation of
various leukocytes via pattern recog-
nition receptors. The receptors used
by alarmins to directly induce cell

migration can either be Gαi protein-
coupled receptors or receptors such
as the receptor for advanced glycation
end products; however, the intracel-
lular signaling events responsible
for the direct chemotactic activities
of alarmins are, to date, only par-
tially elucidated. Given that alarmins
act in concert with chemokines to
regulate the recruitment and traf-
ficking of leukocytes, these damage-
associated molecular patterns are
potentially involved in diverse
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biological processes as discussed in
this viewpoint.

Introduction

The migration of single cells is impor-
tant for many physiologic processes such
as ontogenic development, organogenesis,
hematopoiesis, tissue regeneration, and
immune responses. Cell migration is also
involved in pathological conditions such as
autoimmune disorders, vascular disease,
and tumor metastasis. The ability of the
immune system to respond appropriately
to microbial invasion, tissue damage, and
other insults relies to a large extent on the
mobilization/recruitment of various leuko-
cytes and progenitor cells to the right place
at the right time [1,2]. Migration of cells in
vivo is controlled by many sequential inter-
actions involving adhesion molecules, gly-
cosaminoglycans, chemotactic factors, and
their receptors [1–5].

For cells to move directionally, they
must first acquire a polarized morphol-
ogy where F-actin is primarily enriched at
the front and myosin II is assembled on

the sides and at the back of the cell [6].
Subsequently, the polarized cells undergo
a highly coordinated cycle of protrusions
and retractions that are coupled with trac-
tion provided by the formation and release
of adhesive contacts with the extracellu-
lar matrices [6]. Cells must be able to
determine where and when protrusions,
retractions, and adhesions have to occur
to migrate to the correct location, which
is established by chemotactic gradients.
Chemotactic factors are comprised of clas-
sical chemoattractants such as formyl
peptides and anaphylatoxins (e.g. C5a),
chemokines including CXC, CC, CX3C, and
XC chemokines, and growth factors such as
EGF and vascular endothelial growth fac-
tor [1, 4, 7, 8]. Classical chemoattractants
and chemokines provide extracellular cues
by signaling predominantly through Gαi
protein–coupled receptors (GiPCRs), while
growth factors do so by signaling through
their corresponding receptors [4,7,8].

A more recently identified type of
chemotactic factor is the alarmin family.
Alarmins are structurally distinct endoge-
nous mediators that, upon release and
gaining access to immune cells, can acti-
vate the immune system by inducing

the recruitment and activation of vari-
ous leukocytes, particularly APCs, includ-
ing DCs [9–11]. Consequently, alarmins
are capable of inducing both innate and
antigen-specific host immune responses.
Most alarmins are constitutively expressed
and stored in intracellular compartments
such as the nucleus, cytoplasm, or gran-
ules. The expression of some alarmins can
also be upregulated by microbial products,
cytokines, and stress. During microbial
infection and/or tissue injury, alarmins
rapidly become available extracellularly as
a result of degranulation, passive release
due to cell necrosis, or active release in
response to inducing agents [9–11].

Known alarmins are multifunctional
and can be classified into eight distinct
molecular categories (Table 1), includ-
ing defensins (e.g. α- and β-defensins),
cathelicidin (e.g. human LL-37 or mouse
cathelicidin-related antimicrobial peptide
(CRAMP)), eosinophil-associated ribonu-
cleases (e.g. eosinophil-derived neuro-
toxin (EDN)), nuclear-binding proteins
(e.g. high-mobility group box-1 pro-
tein (HMGB1), high-mobility group
nucleosome-binding protein 1 (HMGN1),
and the cytokines IL-1α and IL-33), HSPs

Table 1. Target cells and receptors of alarmin-induced cell migration.

Alarmin Target cell Receptor

Category Member GiPCR Non-GiPCR

Defensin α-Defensin family MC [21], Mo/Mφ [16,21], DC
[17], T [15,17,21]

n.d. n.d.

β-Defensin family MC [22], Mo/Mφ [26,27], DC
[18,19,23,28], T [18], EPC
[37,70], Ep [75]

CCR6 [18–20,23,70],
CCR2 [26,27]

EGFR [75]

Cathelicidin LL-37/CRAMP PMN [32], MC [33,34], Mo [32],
DC [38], T [32], MSC [35,36]
Ep [35,37]

FPRL1/FPR2
[32,35,36,38], MrgX2
[34]

EGFR [37]

EAR EDN/EAR2 DC [40] n.d. n.d.
Nuclear-binding protein HMGB1 PMN [50], Mφ [51], DC [52],

MSC [53–55], EPC [56], SMC
[57,58], Ep [59,60]

CXCR4 [89,99] RAGE [50–53,
56,72,73]

HMGN1 Mo, DC [49] n.d. [59] n.d.
IL-33, IL-1α PMN [64], T [63] n.d. ST2 [63]

HSP HSP60, 70 DC, NK [41] n.d. n.d.
Saposin-like Granulysin Mo [39], DC [42], T [39] n.d. n.d.
Ion-binding protein S100a7,8,12,15 PMN [43,47], MC [44], Mo/Mφ

[46,47]
n.d. RAGE [46]

Lactoferrin Mo/Mφ [45] n.d. n.d.
Nucleotide/metabolite ATP PMN, Eo, Mo/Mφ, DC, EC, SMC

[66]
P2Y2, P2Y6, P2Y12 [66] P2X7 [66]

Uric acid Eo [65] n.d. n.d.

CCR: CC chemokine receptor; EAR: eosinophil-associated ribonuclease; EC: endothelial cell; Ep: epithelial cell; FPRL1: formyl peptide receptor-
like 1 receptor; Mφ: macrophage; Mo: monocyte; MrgX2: Mas-related gene X2; MSC: mesenchymal stem/stromal cell; PMN: polymorphonuclear
neutrophil; T, T cell. n.d. = not determined.
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(e.g. HSP60, HSP70), saposin-like gran-
ulysin, ion-binding proteins (e.g. lacto-
ferrin, S100 proteins), and nucleotides/
metabolites (e.g. ATP, uric acid). Several
alarmins, including HMGB1, S100A8/9,
ATP, and uric acid, were found to not
only play a chemotactic role but to also
function as damage-associated molec-
ular patterns (DAMPs) since they are
released as a result of cell injury/death
and can perpetuate immune responses
[10–12]. The term DAMP was proposed
in 2004 to designate hyppos (biological
molecules with hydrophobic portions)
capable of initiating repair, remodeling,
and immune responses [12]. DAMPs are
broadly defined and include both endoge-
nous molecules engaged in host defense
and metabolism (HSPs, uric acid, etc.) and
exogenous pathogen-associated molecu-
lar patterns such as LPS, flagellin, and
bacterial DNA [12].

Given the dual roles of defensins,
cathelicidins, EDN, and HMGB1, the term
alarmin was coined, also in 2004, to clas-
sify a set of endogenous mediators that
possess the dual capacities of promoting
host defenses against dangers by induc-
ing the migration/recruitment and activa-
tion of APCs and consequently are capa-
ble of initiating/enhancing innate and
adaptive host immune responses [9, 13].
Alarmins, like cytokines, can be danger-
ous if produced in excess under inappro-
priate circumstances such as during severe
injury, autoimmunity, and tumor progres-
sion. Since alarmins and DAMPs overlap
in terms of release and immunostimula-
tory effect, alarmins can be considered an
endogenous subset of DAMPs [10, 14]. It
has also become clear since the initial clas-
sification that alarmins are involved in the
induction of cell migration, in vivo recruit-
ment, and cell activation through multiple
mechanisms.

Alamins directly induce cell
migration

The chemotactic effects of alarmins

Alarmins are chemotactic for diverse types
of leukocytes as well as nonleukocytes
(Table 1). Both human and mouse α-
and β-defensins are chemotactic for imma-
ture DCs, monocytes/macrophages, mast
cells (MCs), and certain subsets of T lym-
phocytes [15–27]. The leukocyte chemo-
tactic activity of defensins appears to be
universal across vertebrate species since
defensins from bovine and fish species

are also chemotactic [28,29]. Cathelicidins
can chemoattract many subsets of leuko-
cytes as well as nonleukocytes such as mes-
enchymal stromal cells and keratinocytes
[30–38]. EDN, HSPs, granulysin, S100
proteins, and lactoferrin are chemotactic
for various subsets of leukocytes [39–48].
The recently identified alarmin HMGN1 is
important for the recruitment of DCs in
vivo [49] and possesses direct chemotac-
tic activity for monocytes and DCs (D. Yang
et al., unpublished results). HMGB1, which
belongs to the nuclear-binding protein
category as does HMGN1, is a multi-
functional alarmin that has been shown
to induce migration of the widest spec-
trum of target cells, including neutrophils
[50], monocytes/macrophages [51], DCs
[52], mesoangioblasts [53], mesenchymal
stromal cells [54, 55], endothelial pro-
genitor cells (EPCs) [56], smooth mus-
cle cells (SMCs) [57, 58], fibroblasts and
keratinocytes [59], and certain tumor
cells [60]. HMGB1 also promotes the
outgrowth of neurites and the motility
of neurons [61, 62]. IL-33, a nuclear-
binding protein alarmin, is reported to
be chemotactic for Th2 T lymphocytes
and neutrophils [63, 64]. Nucleotides and
their metabolites, including uric acid,
are the only type of alarmins that are
not protein in nature. Uric acid has
thus far only been reported to induce
chemotaxis of eosinophils [65], while
ATP is chemotatic for many leukocytes
and nonleukocytes (reviewed recently in
[66]).

The chemotactic effects of alarmins on
various target cells are often demonstrated
in vitro by a Boyden chamber-based multi-
wall chemotaxis assay, a reliable method
widely used for investigating the migra-
tion of cells in response to many chemo-
tactic factors including chemokines. The
capacity of various alarmins to induce
in vivo cell recruitment can be demon-
strated by injecting alarmin(s) into air-
pouch, peritoneal cavity, or solid tissue
and subsequently quantifying the type and
number of leukocytes attracted into the
injection sites. For example, the T-cell
attracting capacity of human neutrophil-
derived α-defensin was confirmed by
the accumulation of human CD3-positive
T cells at the subcutaneous site 4 h after
injection of α-defensin in an experimen-
tal model system [15]. The in vivo capac-
ity of HMGB1 to induce the recruitment
of mesoangioblasts was determined by the
migration of intraartery injected mesoan-
gioblasts toward HMGB1-loaded heparin-
Sepharose beads implanted in the muscle

of experimental mice [53]. The capacity of
EDN or cathelicidin to chemoattract APCs
in vivo was demonstrated by the recruit-
ment of DCs and macrophages into air-
pouches after intrapouch administration of
the respective alarmins [40,67]. The most
often used in vivo model is the peritonitis
model, which has been used to verify the in
vivo leukocyte-recruiting capacity of lacto-
ferrin, granulysin, HMGB1, and HMGN1
[42,45,49,68].

What appears to be common among
most alarmins is the capacity to induce the
migration of APCs including monoyctes,
macrophages, and DCs (Table 1). It is
likely that most alarmins participate in reg-
ulating the recruitment and trafficking of
DCs. Since the characterization of alarmin-
induced cell migration is still incomplete,
much more has to be elucidated before
a complete picture can be painted with
regard to the target cell spectrum of all
alarmins.

Receptors that mediate the chemotac-
tic effects of alarmins

The chemotactic cell migration induced by
most alarmins can be inhibited by pre-
treatment of the target cells with pertus-
sis toxin, a bacterial toxin capable of pre-
venting G proteins from interacting with
GiPCRs on the cell membrane by catalyz-
ing the ADP-ribosylation of the αi subunits
of the heterotrimeric G protein [17, 18,
21,22,25,32,33,35,36,39,40,45,52,67].
This indicates that the direct chemotac-
tic effects of many alarmins are mediated
by GiPCRs (Table 1). Some alarmins use
more than one GiPCR, e.g. β-defensin 2
uses both CCR6 and CCR2 [18,19,26,27].
Furthermore, GiPCR usage by alarmins
overlaps with that of chemokines; e.g.
the β-defensin 2 and 3 share CCR6 with
CCL20 [18, 19, 23, 24, 69–71], while the
β-defensin 3 and 14, which were more
recently reported to also use CCR2 [26,
27], share CCR2 with a number of CC
chemokines such as CCL2, CCL7, CCL8,
and CCL12 [1,4,7].

The capacity of human and mouse
cathelicidin to induce the migration of
most target cells is mediated by FPRL1
(FPR2 in mouse) [32,35,36,67] and it has
recently been shown that LL-37 induces
MC migration and degranulation through
MrgX2, a GiPCR belonging to Mas-related
gene family [34]. ATP uses several GiPCRs
for inducing the migration of various tar-
get cells, such as P2Y2 on DCs, eosinophils,
and fibroblasts, P2Y6 on monocytes and
P2Y12 on microglia and SMCs [66]. The
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identity of GiPCRs responsible for mediat-
ing the chemotactic effects of α-defensins,
eosinophil-associated ribonucleases, HSPs,
HMGN1, granulysin, lactoferrin, and uric
acid, remain to be identified (Table 1).

Receptors other than GiPCRs are also
used by alarmins to induce chemotac-
tic migration (Table 1). HMGB1-induced
migration of neutrophils, monocytes, DCs,
mesoangioblasts, endothelial progenitors,
and glioblastoma cells is dependent on
the presence of the receptor for glyca-
tion end products (RAGE) [50–53, 56, 72,
73]. While S100A8- and S100A15-induced
migration of neutrophils and macrophages
is mediated by GiPCRs [46–48], monocyte
migration induced by S100A7 is RAGE-
mediated [46]. IL-33-induced cell migra-
tion appears to be mediated by ST2, an IL-1
receptor like-1 receptor [63, 74]. The EGF
receptor may mediate the cell-attracting
effect of some alarmins. The migration
of keratinocytes in response to LL-37
appears to be mediated by transactivation
of EGF receptor [37]. The migration of ker-
atinocytes induced by several β-defensins
is also reported to involve EGF recep-
tor transactivation in a pertussis toxin-
sensitive manner [75], which suggests that
an as-yet-unidentified GiPCR may also be
involved. The interaction between LL-37
and insulin-like growth factor 1 receptor
on MCF-7, a human breast cancer cell line,
also induces cell migration, suggesting that
LL-37 may also use this receptor to pro-
mote the migration of certain tumor cells
[76].

Intracellular signaling pathways

Several intracellular signaling cascades
driving cell migration are triggered by
alarmins. Cathelicidins elevate intracel-
lular Ca2+ in neutrophils, monocytes,
and MCs [30, 32, 33, 67]. LL-37 induces
signaling through insulin-like growth
factor 1 receptor to activate ERKs,
phosphatidylinositol-3 kinase (PI3K)-Akt
pathways, both of which participate in
the migration and motility of fibroblasts
and breast cancer cells [76]. The migra-
tion of intestinal epithelial cells induced
by human β-defensin 2 is accompanied by
an increase of intracellular Ca2+, activation
of RhoA, and PI3K [71]. HMGB1-induced
migration of glioblastoma cells, endothe-
lial cells, and mesoangioblasts depends, at
least in part, on the activation of ERKs
[73, 77, 78]. HMGB1 triggers cytoskele-
ton reorganization in SMCs, which is nec-
essary for their migration [57]. On the

other hand, HMGB1-stimulated migration
of human chondrosarcoma cells and SMCs
requires the activation of the PI3K-Akt
signaling pathway [58,60]. Defensins also
induce the activation of the PI3K-Akt sig-
naling pathway in intestinal epithelial cells
in the course of promoting their migration
[71]. Overall, it appears that alarmins, in
the process of inducing the migration of
diverse types of cells, trigger the activa-
tion of PI3K/Akt, ERKs, small GTPases (e.g.
Rho, Rac, etc.), PKC, and elevation of intra-
cellular Ca2+.

For cell migration induced by alarmins,
the intracellular signaling events that con-
nect the receptor (s) and intracellular sig-
naling messengers (e.g. PI3K/Akt, ERKs,
PKC, Rho, Ca2+, etc.) still need to be
determined. Since the predominant recep-
tors mediating the chemotactic effects
of alarmins are GiPCRs and RAGE, and
the signaling pathways of chemotactic
receptors (e.g. FPRL1, CCR2, CCR6) or
RAGE have been elucidated in some detail
[1, 4, 7, 8], it is likely that alarmins trigger
similar intracellular signaling pathways to
those of chemokines and AGEs for the
induction of cell migration as shown in Fig-
ure 1. Thus binding of an alarmin with its
GiPCR presumably results in the activation
of heterotrimeric G-protein(s) that dissoci-
ate into activated Gαi and Gβγ subunits.
Activated Gαi and GβGγ trigger a series
of reactions, commencing with the acti-
vation of phospholipase C (PLCβ), PI3K,
and small GTPases (Rac and Rho) [1, 4,
7, 8]. Ligand engagement of RAGE leads
to activation of PI3K [79] and Rac [80].
PLCβ hydrolyses phosphatidylinositol-4,
5-bisphosphate (PIP2), generating inositol
1,4,5-trisphosphate (IP3), and diacylglyc-
erol. IP3 induces the release of calcium
from intracellular stores, and together with
diacylglycerol, activates PKC. Activation of
PI3K in turn phosphorylates Akt. Rac and
Rho initiates a series of reactions that lead
to the activation of ERKs, LIM (named
by the initials of the three homeodomain
proteins Lin11, Isl-1, and Mec-3 in which
it was first discovered) domain kinase
(LIMK), and myosin light chain. These pro-
tein kinases act cooperatively to rearrange
cytoskeleton fibers leading to cell migra-
tion (Fig. 1).

Alarmins indirectly promote cell
migration and recruitment

Alarmins can activate many cell types,
often by triggering a pattern recognition
receptor such as TLRs [9–11, 14, 49, 81].

This leads to the production of chemotac-
tic factors and adhesion molecules, both
of which participate in promoting cell
migration and/or recruitment [1–5,8]. For
example, treatment of airway epithelial
cells with human α-defensin promotes the
production of CXCL8 [82]. LL-37 treat-
ment of endothelial cells leads to the
production of CCL2 [83]. Several human
β-defensins can stimulate keratinocytes to
produce a number of chemokines includ-
ing CXCL10, CCL2, CCL20, and CCL5
[75]. HSP70 released from heat-shocked
tumor cells stimulates the production of
chemokines (CXCL10, CCL2, and CCL5)
that induces the infiltration of DCs and
T cells [84]. Activation of macrophages
or DCs by EDN, HMGB1, HMGN1, gran-
ulysin, S100a8/9, and uric acid leads to the
production of many chemokines such as
CXCL5, CXCL7, CXCL8, CXCL9, CXCL10,
CXCL12, CCL1, CCL2, CCL3, CCL5, CCL7,
and CCL8 [39,42,49,52,65,85–89]. These
chemokines, in turn, promote the migra-
tion and recruitment of cells positive for
the corresponding chemokine receptors
including CXCR1, CXCR2, CXCR3, CCR1,
CCR2, CCR5, and CCR6. LL-37 is capa-
ble of inducing the generation of vascular
endothelial growth factor, which, in turn,
promotes angiogenesis by facilitating the
recruitment of multipotent mesenchymal
stromal cells [36].

LL-37-treated EPCs migrate better than
nontreated progenitor cells to the injured
area due to the upregulation of E-selectin
and P-selectin glycoprotein ligand-1 [90].
LL-37 also enhances ICAM-1 expression
by endothelial cells [83]. HMGB1 is capa-
ble of inducing α5β1 integrin expres-
sion by human chondrosarcoma cells [60].
HMGB1 not only upregulates the expres-
sion of ICAM-1, and the β1 and β2 inte-
grins on EPCs, but it also increases the
affinity of these integrins, contributing to
the enhanced adhesion and recruitment
of EPCs [56]. Human β-defensin 2 has
recently been shown to induce the arrest
of Th17 cells on inflamed endothelial cells
in an ICAM-1-dependent manner [91].
Therefore, alarmins have the capacity to
regulate the expression or activation of var-
ious adhesion molecules on both endothe-
lial cells and target cells and thus can pro-
mote the migration of target cells.

Overall, alarmins can induce cell migra-
tion directly through interacting with their
GiPCRs or RAGE, or indirectly by stim-
ulating the production of chemokines,
growth factors, and adhesion molecules
often via activating the corresponding pat-
tern recognition receptor (Fig. 1). The

Published 2013. This is a US Government work and is in the public domain in the USA.
Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

www.eji-journal.eu



1416 FORUM Cells in Motion Viewpoints Eur. J. Immunol. 2013. 43: 1404–1440

Figure 1. Pathways of alarmin-induced
cell migration/recruitment. Alarmins can
directly induce cell migration by engag-
ing either a GiPCR or RAGE (left), or indi-
rectly by stimulating the production of
chemokines, growth factors, and adhe-
sion molecules (right). Alarmin engage-
ment with its GiPCR would lead to the acti-
vation and dissociation of heterotrimeric
G proteins into Gαi and Gβγ subunits,
which in turn, trigger the activation of
PLCβ, PI3K, Rac, and Rho. PLCβ hydroly-
ses PIP2, generating IP3 and diacylglyc-
erol. IP3 elevates intracellular calcium,
which together with diacylglycerol acti-
vates PKC. Activation of PI3K in turn
phosphorylates Akt. Rac and Rho initi-
ates a series of reactions that lead to
the activation of ERKs, LIMK, and myosin
light chain. Ligand engagement of RAGE
leads to activation of PI3K and Rac, and
subsequent activation of Akt, ERKs, and
LIMK. The kinases (Akt, ERKs, LIMK, MLC,
and PKC) work cooperatively to rear-
range cytoskeleton fibers, and ultimately
to enable cell migration.

mechanism used by a given alarmin
depends on the type of target cell involved.
It is also likely that a given alarmin
induces the in vivo trafficking of target
cells by more than one mechanism. A good
example would be LL-37-induced migra-
tion and activation of phagocytes, MCs,
DCs, and epithelial cells. LL-37/CRAMP
induces the migration of neutrophils and
monocytes through the use of FPRL1/FPR2
[32, 67], however, its capacity to stim-
ulate the migration of MCs is mediated
by MrgX2 [34]. In contrast, LL-37 can
transactivate EGFR leading to the acti-
vation of ERKs and production of IL-8
[92], which would in turn promote the
recruitment of neutrophils by the use of
CXCR1 and CXCR2. Furthermore, LL-37
also forms complexes with DNA or RNA
to promote the activation of DCs by trig-
gering TLR7, TLR8, and TLR9, which con-
tributes to the recruitment of inflamma-
tory cells during psoriasis and skin wound
healing [93, 94]. Thus, alarmins presum-
ably promote the migration and recruit-
ment of diverse types of cells via multiple
mechanisms.

Biological implications

What is the relationship between alarmins
and other chemotactic factors? For exam-
ple, many alarmins can induce the migra-

tion of DCs (Table 1) as can many classical
chemoattractants and chemokines [7, 95,
96]. Knockout of FPR2, a GiPCR for LL-37/
CRAMP [32, 67], impairs the recruitment
of DCs to the site of inflammation [38],
suggesting a nonredundant contribution of
cathelicidin to DC recruitment. Knockout
of HMGN1 greatly reduces DC accumu-
lation at the site of immunization [49].
The recruitment of DC precursors to the
skin is dependent on CCR2, indicating
the importance of the chemokine CCL2 in
the process [97]. Both CCL20 and many
defensins use CCR6 as the receptor to
induce the migration of immature DCs
[7, 18, 19, 70, 95, 96, 98]. Therefore, both
alarmins and chemokines potentially con-
tribute to migrational navigation of imma-
ture DCs from the blood to sites of inflam-
mation and antigen presence. In addition,
HMGB1 can form complexes with CCL12,
which induces DC migration by triggering
CXCR4 and RAGE [89, 99]. Mature DC
homing to draining lymph nodes requires
not only HMGB1-RAGE [100], but also
chemokines including CCL19, CCL21, and
CXCL12 [7, 95–97]. Thus, alarmins are
likely to act in concert with other chemo-
tactic factors to regulate the in vivo recruit-
ment of various types of leukocytes.

The capacity of alarmins to induce cell
migration and recruitment plays impor-
tant roles in many biological processes.

HMGB1-promoted skin wound repair
depends on its capacity to chemoattract
fibroblasts and keratinocytes [59], as well
as in vivo recruitment of keratinocytes
[72]. HMGB1 promotes angiogenesis by
promoting the migration of endothelial
cells [77]. HMGB1, HMGN1, EDN, uric
acid, S100A8/9, cathelicidin, and HSPs
have all been shown to be important
for the induction of inflammation and
immune responses [49, 81, 84, 101–106],
which is likely contributed by the capac-
ities of these alarmins to both mobilize
and activate leukocytes. HMGN1-induced
DC recruitment is responsible at least in
part for the capacity of HMGN1 to induce
immune responses, since HMGN1−/− mice
manifest remarkably reduced immune
responses accompanied by greatly reduced
recruitment of DCs to the site of immuniza-
tion [49]. Thus the capacity of alarmins
to induce the recruitment of immune
cells is critical for their participation in
host defense responses. Consequently,
inhibition of the release or activity of
HMGB1 can ameliorate many inflam-
matory conditions (reviewed recently
[107]). For example, blockade of HMGB1
upon heart transplantation also reduces
infiltration of leukocytes and anti-graft
Th1 immune responses, and signifi-
cantly prolongs allograft heart survival
[108].
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Perspective

Although much has been learned in
the past decade about the capacities of
alarmins to induce cell migration and
recruitment, much more needs to be
done in order to elucidate the intracel-
lular signaling pathways utilized by var-
ious alarmins; of note, the receptors for
many alarmins remain unidentified. It is
also critical to dissect to what extent each
alarmin contributes to the trafficking of
diverse types of cells in vivo under dis-
tinct conditions. By further understand-
ing the role alarmins play and the mecha-
nisms involved, ways of targeting alarmin-
induced trafficking of immune cells may
be identified and this provide a means for
regulating immune responses and treating
inflammatory and autoimmune disorders.
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The term atypical chemoattractant
receptors is generally used to refer to
a subset of G-protein-coupled recep-
tors devoid of chemotactic activity
and characterized by the ability to
scavenge chemotactic factors from
the inflammatory milieu. However,
emerging evidence suggests that this
class of receptors is heterogeneous
in function. In this Viewpoint, we
discuss the properties of CCRL2, a
molecule devoid of ligand scavenging
functions and suggested to regulate

leukocyte recruitment by alternative
mechanisms.

Chemotactic receptors and their cog-
nate ligands are key players in leukocyte
tissue localization during homeostatic
and inflammatory conditions. Chemo-
tactic receptors belong to the large fam-
ily of seven transmembrane G-protein-
coupled receptors (GPCRs) and classi-
cally signal through the activation of
phospholipase C, phosphaditylinositol-3
kinase, and MAPKs upon ligand bind-
ing [1, 2]. Lipids, such as leukotrienes

and platelet-activating factor, pathogen-
associated molecular patterns (e.g. formy-
lated peptides), and proteins may act as
chemotactic agonists, with chemokines
representing the major family of chemo-
tactic proteins. Atypical chemoattractant
receptors represent a small subset of
GPCRs characterized by a high degree
of homology with chemotactic recep-
tors and the lack of a highly conserved
sequence in the third intracellular loop,
known as the DRYLAIV motif, crucial for
G-protein signaling [3, 4]. Atypical
chemoattractant receptors include Duffy
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Figure 1. Chemoattractant atypical receptor ligand specificity, distribution, and function. DARC (Duffy Antigen Receptor for Chemokines) and
D6 are mainly expressed on the endothelium (lymphatic and vascular, respectively); DARC is also expressed by erythrocytes, and evidence for
D6 expression by leukocytes has also been provided. CCX-CKR is expressed by various tissues. CXCR7 is expressed by lymphocytes, DCs, and by
tumor-associated vascular endothelium. C5L2 is expressed by neutrophils, DCs, and renal epithelial cells. CCRL2 is mostly expressed by many
hematopoietic and nonhematopoietic cell types. Chemotactic factors are color-coded as proinflammatory (red), homeostatic (green), and those
with mixed function (yellow). The ligands shared by DARC and D6 are in the box.

antigen/receptor for chemokines (DARC),
D6, CCX Chemokine Receptor (CXX-
CKR), CXC chemokine receptor type
7(CXCR7), C5aR-like receptor 2 (C5L2),
and CC chemokine receptor-like 2 (CCRL2)
(Fig. 1). These atypical receptors all bind
CC and CXC chemokines, albeit with
variable degrees of promiscuity, with
the exception of C5L2, which binds the
chemotactic complement fragment C5a
and CCRL2, which binds a protein called
chemerin. All these receptors are char-
acterized by similar/common structural
features, i.e. the lack of classical GPCR
signaling and of chemotactic functions.
All atypical chemoattractant receptors,
but CCRL2, are characterized by ligand
scavenging functions due to their consti-
tutive or ligand-induced internalization
and many studies have reported that these
receptors play a relevant role in the control
of inflammation in vitro and in vivo [3,4].

CCRL2 is an atypical chemoattractant
receptor
CCRL2 was cloned as an orphan receptor
and is known as human chemokine recep-
tor (HCR), because it exhibits high homol-
ogy to CC chemokine receptors (about
40% amino acid identity with CCR1, CCR2,
CCR3, and CCR5) [5]. The CCRL2 gene is
located at the edge of the main chemokine
receptor cluster in the 3p21-23 region of
the genome where XCR1, CCR1, CCR3,
CCR2, and CCR5 are located. Further
proof that CCRL2 belongs to the family of
chemokine receptors was provided by phy-
logenetic analysis that placed CCRL2 on
a branch related to CC chemokine recep-
tors [6]. Two transcript variants of CCRL2
derived from alternative splicing have
been described and named CCRL2A and
CCRL2B. The deduced protein sequences
for these variants differ only by the pres-
ence of 12 additional amino acids at the

N-terminus in CCRL2A. The CCRL2 murine
ortholog, originally named LPS-inducible
CC chemokine receptor (L-CCR), or E01,
was originally described as an inducible
gene in the mouse macrophage cell line,
RAW264 [7]. In contrast to human CCRL2,
mouse CCRL2 is present as a single variant
with 51% sequence identity with CCRL2B.
Analysis of the CCRL2 amino acid sequence
reveals the presence of two main alter-
ations in regions that are critical for
G-protein coupling and signaling. First,
the substitution of an aspartic acid
residue, present in almost all GPCR second
transmembrane domains, for asparagine
(N82), and second, an alteration of the
DRYLAIV motif in the third intracel-
lular loop (QRYLVFL); these amino
acid changes are conserved among
species.

Several efforts have been made to
identify CCRL2 ligands. CCRL2 was
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initially described to promote chemotaxis
and calcium fluxes in response to CCL2,
CCL5, CCL7, and CCL8 [8] or to bind
CCL19 in the absence of signaling [9].
However, these results remain contro-
versial since other researchers have not
detected any CCRL2 functional activation
by these chemokines, or by many other
lipid, or protein chemotactic agonists [10,
11]. More recently, CCRL2 was reported
to bind, in the absence of any detectable
signaling, chemerin [11], a chemotactic
protein previously described as the agonist
of two GPCRs, namely ChemR23/CMKLR1
and GPR1 [12, 13]. Constitutive CCRL2
internalization has been reported by Leick
et al. [9], but this result was challenged
by other groups using antibody-feeding
experiments in transfected CHO-K1 or
L1.2 cells (Otero and Sozzani, unpub-
lished), or chemerin-binding assays in
transfected cells and primary endothelial
cells [11, 14]. Taken together, we believe
that the data available thus far indicate
that CCRL2 is an “atypical” chemoattrac-
tant receptor devoid of ligand scavenging
properties.

Regulation of CCRL2 expression

CCRL2 expression has been detected in
many lymphoid organs (spleen, lymph
node, fetal liver, bone marrow) as well
as in nonlymphoid organs (heart and
lung) [5] (Table 1). Within the hematopoi-
etic compartment, CCRL2 mRNA and pro-
tein have been detected in neutrophils,

monocytes, dendritic cells (DCs), mast
cells, NK cells, T cells, and CD34-positive
cells [11, 15, 16]. In general, CCRL2 is
upregulated in activated cells. Indeed,
CCRL2 mRNA was initially identified as
an early inducible gene in LPS-stimulated
mouse macrophages [7]. Similarly, LPS
alone or in combination with IFN-γ rapidly
induced CCRL2 expression in human
monocytes [15, 16]. CCRL2 is also rapidly
induced in human monocyte-derived DCs
[15] and in mouse bone marrow-derived
DCs stimulated with LPS, Poly (I:C) or sol-
uble CD40L with kinetics that preceded the
expression of CCR7, the hallmark of lymph
node migrating mature DCs [10, 17].
Mouse mast cells express CCRL2 in a con-
stitutive manner and this expression is
further upregulated over time in culture
[11]. In human neutrophils, proinflamma-
tory signals, such as LPS or TNF alone
or in combination with IFN-γ or GM-CSF,
induce the upregulation of CCRL2 mRNA
expression [18]; CCR2 mRNA has been
found to be overexpressed in neutrophils
isolated from the synovial fluid of rheuma-
toid arthritis patients [19]. The expres-
sion of CCRL2 in peripheral blood lym-
phocytes was undetectable in Patel’s study
[16], while CD4+ and CD8+ T lympho-
cytes, including most memory and a por-
tion of naive cells, have been reported to be
CCRL2-positive, especially after CD3 and
IL-2 stimulation [15]. More recently, the
expression of the CCRL2B splice variant in
B cells has been found to be dependent on
the cell maturation stage, with the high-

est expression being observed in pro- and
pre-B cells [20].

In nonhematopoietic cells, CCRL2
expression has been described in both
astrocytes and microglia and expression
was strongly enhanced by in vitro and
in vivo stimulation with LPS [21]. In
a model of experimental autoimmune
encephalomyelitis, CCRL2 mRNA has been
detected both in the brain and in the
spinal cord of animals displaying clinical
signs of the disease, predominantly being
expressed by astrocytes, microglia, and
infiltrating macrophages [22]. Finally, con-
stitutive CCRL2 RNA and protein expres-
sion has been detected in barrier cells such
as mouse bronchial epithelium [23] and
mouse and human endothelial cells and
is upregulated during inflammatory condi-
tions (i.e. LPS, TNF-α, IFN-γ) [14]. There-
fore, CCRL2 is widely expressed by many
hematopoietic and nonhematopoietic cell
types with comparable kinetics and, gen-
erally, its expression is upregulated during
inflammatory conditions.

CCRL2 as a regulator of immune
responses

The current understanding of the biolog-
ical functions of CCRL2 is mostly based
on the use of CCRL2-deficient (CCRL2
KO) mice. Such mice are fertile, present a
normal lifespan, and do not show any overt
phenotype under steady-state conditions
[10,11]; however, CCRL2 KO mice do not

Table 1. Expression and function of CCRL2a)

Cell type Species Expression Function References

Neutrophils Human mRNA, protein Migration? [15,16,18]
Mono/macrophages Human mRNA, protein Unknown [15,16]

Mouse mRNA Control of bacterial infection? 10
T cells Human mRNA, protein DC-T cell interaction? [15]
Mast Cells Mouse protein Concentrator/Presenter [11]
CD34+ cells Human mRNA, protein Homing? [15]
Pre-B cells Human mRNA, protein Modulator of immune response? [20]
B-cell CLL Human protein CCL19 internalization [9]
Dendritic cells Human mRNA, protein DC-T-cell interaction? [15]

Mouse mRNA, protein Lung DC migration 10
Bronchial epithelium Mouse mRNA Leukocyte recruitment? [23]
Endothelial cells Mouse mRNA, protein Concentrator/presenter [14]
Astrocytes Mouse mRNA Local immune regulator? [21,22]
Microglia Mouse mRNA Local immune regulator? [21,22]
Glioblastoma cells Human mRNA Migration [26]

a)The current knowledge about CCRL2 distribution and function is listed along with the relevant references. A question mark indicates that the
function has as yet not been formally proven.
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develop disease when used in an exper-
imental model of mast cell-dependent,
IgE-induced passive cutaneous anaphy-
laxis, i.e. when treated with DNP-specific
IgE. Interestingly, a role for CCRL2 in mast-
cell activation was evident only when a
suboptimal dose of DNP-specific IgE was
used, while CCRL2 became dispensable in
the presence of fully activating IgE concen-
trations. Although in vitro bone marrow-
derived mast cells from CCRL2 KO mice
show chemotactic behavior, degranulation
responses, cytokine secretion, and stimu-
lation of T-cell proliferation after antigen-
induced IgE/FcεRI cross-linking [11] that
are comparable with the responses seen
in WT mice, the nonredundant role of
CCRL2 expression in mast cells was for-
mally proven by adoptive transfer experi-
ments. Indeed, only the engraftment with
cells obtained from WT animals, but not
from CCRL2 KO mice, was able to pro-
mote IgE-dependent tissue inflammation
and leukocyte infiltration in mast cell-
deficient mice [11].

In view of the reported expression of
CCRL2 in the lung [23] and the cru-
cial role played by lung DCs in the
induction of airway hypersensitivity [24],
CCRL2 KO mice were tested in a Th2
model of ovalbumin (OVA)-induced air-
way inflammation [10]. Following sys-
temic immunization and aerosol challenge
with the OVA antigen, CCRL2 KO mice pre-
sented a dramatic reduction in the total
number of leukocytes and, in particular,
of eosinophils and mononuclear cells in
the bronchoalveolar lavage. The reduc-
tion of cell recruitment was associated
with decreased levels of Th2 cytokines (i.e.
IL-4 and IL-5) and of the eosinophil/Th2-
cell attracting chemokines CCL11 and
CCL17. This decreased local Th2 response
was directly correlated with the reduced
migration of antigen-loaded lung DCs
to mediastinal lymph nodes and to
a decreased priming of antigen-specific
T cells in the regional lymph nodes. Con-
versely, no significant role of CCRL2 was
detected in the recruitment of blood DCs
into the lung. Of note, CCRL2-deficient
mice did not show any alteration when
tested in a Th1 model of OVA/LPS-induced
lung hypersensitivity, suggesting a pecu-
liar role for CCRL2 in this Th2-skewed
response [10].

The discovery that CCRL2 binds
chemerin [11] shed new light on the
possible biological function of this recep-
tor. CCRL2 was shown to bind the
N-terminus of chemerin with high affin-
ity, leaving the C-terminus of the protein

available for interaction with cells express-
ing ChemR23, the functional chemerin
receptor [11]. In addition, recent evidence
has shown that CCRL2 is expressed under
homeostatic and inflammatory conditions
by human and mouse endothelial cells.
Endothelial cells bind chemerin in the
absence of ligand internalization, further
support in a role of CCRL2 in shaping
the chemerin chemotactic gradient in vivo
[14]. Compatible with this model, CCRL2
KO mice present increased serum levels
of circulating chemerin following systemic
administration of inflammatory stimuli
[14].

Although the role of CCRL2 in shaping
the chemerin-chemotactic gradient is quite
an interesting observation, it is currently
uncertain whether the ability of CCRL2
to immobilize chemerin at the level of
the endothelial barrier represents the only
function of CCRL2 and whether it is suffi-
cient to explain the phenotypes observed in
CCRL2 KO mice. Since both mast cell- and
DC-dependent phenotypes of CCRL2 have
been shown in adoptive transfer experi-
ments, it is likely that, at least in these two
cell subsets, CCRL2 may play additional,
as yet uncharacterized functions. Taken
together, these data strongly suggest that
additional roles, unrelated to chemerin
binding, are associated with CCRL2 func-
tions.

Concluding remarks

Atypical chemoattractant receptors
comprise six members of the seven trans-
membrane domain receptor family and
display high homology to “typical” chemo-
tactic receptors. The atypical receptors lack
a canonical “DRYLAIV” sequence and the
ability to bind chemotactic agonists in the
absence of chemotactic activity. However,
increasing evidence points to divergent
aspects of this subset of receptors. Some
of these receptors bind chemokines (i.e.
DARC, D6, CCX-CKR1), whereas CCRL2
binds an unrelated chemotactic protein
(i.e. chemerin) and C5L2 binds a bioac-
tive fragment of the complement cascade.
With the exception of CCRL2, all these
receptors have the ability to internalize
their ligands, although with a different
potential outcome. For most of them inter-
nalization results in chemokine degrada-
tion and scavenging, whereas for others,
such as DARC, internalization has been
demonstrated to cause transcytosis of the
ligands [25]. Some of these receptors
play a clear role in the control of the
inflammatory processes (D6 and DARC),

while CXCR7 has a clear role in develop-
ment and CCRL2 seems to be involved in
the control of both innate and adaptive
immune responses. Taken together, the
information available thus far points to an
increasing level of heterogeneity among
the atypical chemoattractant receptor fam-
ily and further studies are warranted to
better elucidate the function and role of
these peculiar proteins.
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Migration and tolerance

On the road to tolerance — Generation and migration of gut regulatory T cells
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The intestinal immune system
potently supports the generation of
induced Treg (iTreg) cells. Within
intestinal lymphoid compartments
iTreg cells receive homing cues,
which direct these cells to the
gut lamina propria where they
expand and locally suppress immune
responses. Yet iTreg cells are but
one side of a coin, the other side
of which comprises natural Treg
(nTreg) cells generated in the thy-
mus. nTreg cells, which act in concert
with iTreg cells, also acquire a diver-
sified pattern of homing receptors.
Thus iTreg and nTreg cells can enter
the gut, and draining lymph nodes
to cooperatively ensure intestinal
homeostasis.

Introduction

The discovery that T cells can inhibit
the proliferation and effector functions of
other immune competent cells resulted in
the description of a perplexing variety of
repressor T cells, now subsumed under the
term Treg cells. Since conventional CD4+

T (Tconv) cells may rapidly acquire
inhibitory potential in their own right
after stimulation [1], a detailed functional
characterization of Treg cells requires
additional parameters apart from mere
inhibitory capacity. Earlier work relied on
CD25 as a marker for Treg cells [2] but
only since the transcription factor Foxp3
was identified has it been possible to
more stringently define Treg-cell subpop-
ulations, rendering the work of different
laboratories into these cells more compa-
rable. Foxp3+ Treg cells are considered
the most relevant Treg-cell subset and can
be divided into those that arise in thymus
or are induced in periphery from FoxP3−

Tconv cells. For the former, the term, natu-
ral Treg (nTreg) cells was coined whereas
the latter are called induced Treg (iTreg)
cells.

Based on high-throughput sequenc-
ing and transcriptional profiling, recent
insights demonstrated that iTreg cells and
nTreg cells differ from each other, fulfilling
nonredundant functions [3–6]. This makes
it difficult to interpret earlier findings that
engaged peripheral Treg cells as a whole
as a source for experimentation. Neverthe-
less, a picture is emerging giving credit to
the idea that nTreg cells resemble Tconv
cells in their initial migratory pattern, that
is, nTreg cells leaving the thymus express

the homing molecules CCR7 and CD62L
[7], allowing them to home to secondary
lymphoid organs (SLOs) (Fig. 1). nTreg
cells recirculate throughout SLOs but, in
contrast to conventional CD4+ T cells, a
substantial proportion of nTreg cells shows
a high tendency to propagate in the periph-
ery even under subinflammatory condi-
tions. This might be due to the encounter
with self-antigen for which nTreg cells
were initially selected for in the thymus.
Such antigen-driven maturation is accom-
panied by down-modulation of CCR7 and
CD62L and the concomitant acquisition of
a distinct homing potential shaped by the
peripheral SLO in which the antigen was
encountered [7–9]. Unexpectedly, the TCR
repertoire of nTreg cells has been shown to
be as similarly diverse as that of Tconv cells
[10]. In contrast, iTreg cells are recruited
out of the pool of Tconv cells, and the gen-
eration of iTreg cells is particularly efficient
under environmental conditions present
in the intestinal immune system. There-
fore, under noninflammatory conditions,
iTreg cells are rare in peripheral lymphoid
compartments but constitute a substan-
tial proportion of the Treg-cell pool in the
intestine. In this Viewpoint we will focus
on the generation, maintenance, and func-
tion of FoxP3+ Treg cells of the intestinal
system.
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Figure 1. Treg-cell migratory routes. Tconv
cells and nTreg cells leave the thymus in
a naive state that enables homing to SLOs,
including GALT, but not peripheral tissues.
The proliferation of nTreg cells within
SLOs results in a diversified nTreg-cell pool
equipped with homing receptors (e.g., CCR2,
CCR4, CCR6, or CCR8) that direct these cells
into peripheral tissues. Activation of Tconv
cells by DCs in GALT generates iTreg cells that,
similar to proliferating nTreg cells, gain site-
specific homing capacity, that is, CCR9 and
α4β7-integrin expression that direct GALT-
activated cells to the gut LP (intestine). Inside
the gut LP iTreg cells expand and can sup-
press local immune responses. nTreg and/or
iTreg cells might relocate via afferent lym-
phatics from the gut LP to regional LNs, effec-
tively creating a circuit of Treg-cell migratory
routes.

The remarkable gut

The intestinal mucosa is permanently
exposed to an exceptional load of foreign
antigens; a huge amount of food
constituents is resorbed from ingested
food and a substantial fraction of these
nutrients enters the circulation represent-
ing potential immunogens. Thus periph-
eral tolerance must classify these antigens
accordingly to prevent deleterious immune
responses such as those seen in food allergy
and celiac disease. Moreover, the gut is
colonized with a dense population of
microbiota, including bacteria, fungi, and
protozoa that possess strong immune stim-
ulatory capacity. Handling of this haz-
ardous mixture of antigens and microbes
by the intestinal immune system involves
a dedicated multilayered system of innate
and adaptive mechanisms. Treg cells are
but one important component of this
system.

Genome-wide expression profiles
revealed a typical Treg-cell signature that
is partly under the control of FoxP3 and
encompasses cell surface molecules, sig-
naling components, and transcription fac-
tors differentially expressed in Treg cells
compared with their expression in Tconv
cells (reviewed in [11]). This Treg-cell sig-
nature is only partly recapitulated in iTreg
cells arising from the converted naive
Tconv cells [3], indicating that iTreg cells
share some but not all aspects of nTreg
cells. Similar to iTreg cells generated in
vitro, the pool of Treg cells present in
the intestinal lamina propria (LP) lacks
aspects of the archetypical nTreg-cell sig-
nature [3], inferring that the proportion
of nTreg cells is lower in the intestinal LP
compared with that in peripheral lymphoid
organs. This idea is also supported by TCR
sequencing studies that have revealed
largely overlapping TCR repertoires of
thymic and peripheral lymph node (pLN)
Treg cells [10, 12] but remarkably differ-
ent TCR repertoires for Treg cells present
in the intestinal LP as compared with those
of pLN Treg cells [13]. Nonetheless, it is
difficult to ascertain the origin of Treg cells
on a single cell basis. Recently, expression
of the transcription factor Helios [14] and
surface molecule neuropilin-1 [15] have
been suggested to be nTreg-cell mark-
ers. While the expression of neither of
these markers is unique to nTreg cells,
under noninflammatory conditions both
are fairly nTreg-cell specific. Consistently,
the gut LP of germ-free mice that do not
need to establish tolerance to live gut
microbiota contained a higher proportion
of neuropilin-1− Treg cells as compared
with levels in colonized mice [15]. Thus,
transcriptome profiles, TCR repertoire
analysis, as well as analysis of neuropilin-1
expression, indicate that Treg cells in the
gut are quite different compared with Treg
cells at other sites, and, in particular, the
gut Treg-cell population is comprised of
substantial numbers of iTreg cells besides
nTreg cells.

It is tempting to speculate that a higher
prevalence of iTreg cells in the gut might be
due to the particular intense contact with
foreign antigen in that location and, in fact,
Treg cells in the LP have been noted to
encode TCRs directed against the intesti-
nal microbiota [16]; however, this seem-
ingly straightforward correlation between
antigen load and iTreg-cell numbers needs
to be tempered by considering the total
number of Treg cells in the gut. Although
Foxp3+ cells are abundant in the gut LP,
they are still less frequent as compared

with macrophages, plasma cells, and some
other T-cell subsets. By carefully count-
ing the number of Treg cells in longitu-
dinal 7 μm ileum cryosections for mice we
observed, on average, 0.35 cells per villus
(O. Pabst, unpublished observation). We
expect this number might vary depend-
ing on the housing conditions and intesti-
nal microbiota composition, as both are
known to skew the Treg-cell pool in the
gut [17, 18]. In any case, the actual
number of Treg cells per villus seems too
limited, rendering it unlikely that the Treg-
cell pool with its TCR specificities might
fully cover the complexity of the total anti-
gen load. It is therefore possible that the
antigen-driven generation of iTreg cells
does not account for immunoregulation
covering the full antigen load but might
rather constitute a sophisticated pathway
to deal with particularly “problematic”
antigens.

iTreg-cell generation in the
mesenteric lymph nodes

In vitro, TGF-β and IL-2 are sufficient to
induce expression of Foxp3 in a substan-
tial fraction of activated CD4+ T cells [19]
and this fraction can be further increased
by the addition of retinoic acid (RA)
[20]. TGF-β and RA have also been sug-
gested to enable iTreg-cell generation
following antigen administration through
the oral route [21, 22]. One commonly
used experimental setup to quantify Treg-
cell conversion in the intestinal immune
system involves the adoptive transfer of
TCR-transgenic Foxp3− T cells to recipient
mice. Subsequent antigen feeding results
in T-cell activation and proliferation, and
the formation of a sizable number of
Foxp3+ T cells (Fig. 1) [3, 21, 23]. In
the gut-draining mesenteric lymph nodes
(mLNs), this frequency is considerably
higher as compared with that of other lym-
phoid compartments.

Such a high capacity to generate iTreg
cells could be recapitulated in vitro by
stimulating Foxp3− cells via “intestinal”
DCs, that is, DCs isolated from mLNs or
intestinal LP, but not those from pLNs or
splenic DCs [21, 24]. Experimentally, the
integrin CD103 can be used as a surro-
gate marker for LP-derived DCs that have
migrated to the mLNs [25]. CD103+ DCs
display an enhanced capacity to produce
RA [26], high expression of IDO [27],
thymic stromal lymphopoietin- [28] and
β8-integrin-mediated activation of TGF-β
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[29]. Thus LP-derived DCs in the mLNs
through various mechanisms support the
efficient conversion of conventional T cells
into iTreg cells.

Besides their ability to foster iTreg-
cell generation, intestinal CD103+ DCs
are imprinted with an enhanced capac-
ity to induce the gut-homing molecules
β7-integrin and CCR9 in activated T cells
[25, 26]. Yet, in vivo induction of gut-
homing potential in such cells required
additional factors that were provided by
nonhematopoietic stroma cells [30]. We
observed that BM-derived DCs fail to
support gut-homing molecule induction
in vitro, but can do so in vivo when
injected into mLN afferent lymphatics.
Conversely, endogenous LP-derived DCs
failed to induce gut-homing molecules in
lymph node grafts of peripheral origin
[30]. This indicates that in vivo non-DC-
dependent factors contribute to the quality
of the T-cell response (reviewed in [31]).
We may conclude that the microenviron-
ment of mLNs and the unique properties
of intestinal DCs synergize to enable the
efficient generation of iTreg cells and a gut-
homing signature on these cells.

Shaping of the iTreg-cell pool in
the LP

Despite the previous findings regarding
the generation of iTreg cells in the mLNs,
such iTreg-cell generation still seems insuf-
ficient to generate intestinal tolerance.
Instead, we found that tolerance to the
model antigen OVA requires gut homing of
iTreg cells and a subsequent local modula-
tion of the Treg cells in the LP [23] (Fig. 1;
for a recent review on oral tolerance refer
to [32]). As described in “iTreg-cell gener-
ation in the mesenteric lymph nodes”, gut
homing requires the β7-integrin, which
binds to its ligand MadCAM-1 that is
expressed by gut venules. Consistently,
β7-integrin-deficient mice fail to gener-
ate tolerance to OVA and this defect can
be rescued by the adoptive transfer of
β7-competent OVA-specific T cells in WT
but not MadCAM-1-deficient mice [23].
Within the gut LP, iTreg cells prolifer-
ate vigorously and macrophage-dependent
signals enable a shift in the overall ratio of
Foxp3+ to Foxp3− cells in favor of Treg
cells. Thus the gut LP takes an active role
in shaping the Treg-cell pool by expanding
iTreg-cell populations, which also explains
why the TCR repertoire of gut Treg cells
differs from that of Treg cells of other ori-
gins. Notably, we observe Treg cells in the

afferent lymph connecting the intestine to
the mLNs, thus documenting that these
cells can travel back to their place of birth
(O. Pabst, unpublished observation). Inter-
estingly, there is evidence that Treg-cell
populations might be modulated in other
tissues as well. In skin-draining LNs the fre-
quency of skin-derived Treg cells increases
after inflammation [33] and, in an allo-
graft model, Treg-cell-mediated suppres-
sion requires the migration of Treg cells
from the graft to the draining LNs [34].
Both of these settings are characterized
by inflammation and differ from the sub-
inflammatory conditions of the intestine
during steady state. Still, these findings
indicate that the migration of Treg cells
from the gut or other peripheral tissues
back into the draining LN might be a gen-
eral feature of Treg-cell trafficking and
have a profound role on the function of
these cells. This is supported by findings
suggesting that CCR7 is crucial to permit
relocation of tissue-residing Treg cells to
the draining LN [35].

iTreg and nTreg cells: Two sides
of a coin

There are compelling data supporting an
important function of iTreg cells in intesti-
nal tolerance since oral tolerance against
OVA does not require nTreg cells [22]
but rather iTreg cells [23, 36]. Thus, at
least in the OVA model, iTreg cells but
not nTreg cells are essential. However, it
is conceivable that nTreg cells also survey
the gut tissue as part of their body-
wide task to protect the host from T-cell
driven autoimmune responses. Beyond this
surveillance role, why should not nTreg
cells participate in establishing tolerance to
the gut-specific antigenic load in the form
of food and microbial antigens? At least
in an inflammatory context, this is indeed
the case. In models of experimental colitis
where Treg cells need to keep immune
responses to a broad heterogeneity of anti-
gens in check, both nTreg- and iTreg-cell
populations contribute in a nonredundant
manner to protect from fatal disease out-
comes [4,5]. Therefore, the local condition
and the nature of the antigenic compound
— ranging from food constituents and self-
antigen to PAMPs — may preferentially
require either iTreg or nTreg cell-borne
protection and in many cases, success-
ful Treg-cell responses might rely on the
involvement of both Treg-cell subsets.
Given that nTreg and iTreg cells differ in
their TCR repertoire and may also diverge

in the mode/efficacy of their suppressive
mechanisms [6], one advantage of recruit-
ing both cell types to participate in immune
inhibition would be the availability of a
combined and thus broader repertoire of
TCRs, as well as broader inhibitory tools.
We hypothesize that both iTreg and nTreg
cells can acquire LN- and tissue-specific
homing patterns upon antigen contact,
even at the subinflammatory levels that
characterize the daily (nondiseased) sit-
uation [8, 23]. Typically, these migration
patterns are not too restrictive but also
permit organism-wide dissemination
of Treg cells in order to communi-
cate (and possibly coordinate) immune
activities.

Conclusions

The intestine stands out with respect to
the load and diversity of antigens encoun-
tered by immune cells. Along the road to
fully appreciate Treg-cell contributions to
intestinal homeostasis, it will be impor-
tant to collect data regarding the identity
of antigenic epitopes recognized by nTreg
and/or iTreg cells. Moreover, the impor-
tance of recirculation between LNs and
the drained extra-lymphatic tissue for the
shaping and function of Treg cells deserves
more attention. Treg cells might be capa-
ble to commute several times between
tissue and LN (Fig. 1). This process might
also allow for the body-wide dissemina-
tion of Treg-cell responses modulated in
the gut.
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Central tolerance is critical in estab-
lishing a peripheral T-cell repertoire
purged of functional autoreactive
T cells. One of the major require-
ments for effective central tolerance
is the presentation of self and other
innocuous antigens (Ags), including
food, gut flora, or airway allergens,
to developing T cells in the thymus.
This seemingly challenging task can
be mediated in some cases by ectopic
expression of tissue-specific Ags by
thymic epithelial cells or by entry
of systemic blood-borne Ags into the
thymus. More recently, thymic hom-

ing peripheral dendritic cells (DCs)
have been proposed as cellular trans-
porters of peripheral tissue-specific
Ags or foreign innocuous Ags. The
aim of this viewpoint is to discuss
the three principal thymic DC popula-
tions and their trafficking properties
in the context of central tolerance.
We will first discuss the importance
of peripheral DC trafficking to the
thymus and then compare and con-
trast the three DC subsets. We will
describe how they were character-
ized, describe their trafficking to and
their microenvironmental positioning

in the thymus, and discuss the func-
tional consequence of thymic traffick-
ing and localization on thymic selec-
tion events.

Central tolerance is the mechanism by
which newly developing T cells as well as
B cells are rendered nonreactive to self-
antigens (Ags). In order for central toler-
ance of T cells to occur, self-Ags, includ-
ing tissue-specific Ags (TSAs), must be
available in sufficient concentrations in the
thymus to be processed and presented on
MHC molecules to developing thymocytes.
Early studies have shown that blood-borne
Ags can access the thymic medulla and
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induce clonal deletion mediated by thymic
dendritic cells (DCs) [1–3]. It was there-
fore proposed that developing thymocytes
are censored mainly to systemic periph-
eral Ags that can access the thymus via
the blood stream, but many potentially
autoreactive T-cell clones specific to com-
partmentalized TSAs would ignore their
cognate Ag in the periphery via “clonal
ignorance” [4, 5]. However, the discov-
ery of promiscuous gene expression by
specialized thymic epithelial cells (TECs)
in later studies and the identification of
the nuclear transcription factor AIRE have
broadened our understanding of how the
thymus projects the entire “peripheral self”
to developing thymocytes [6]. In these
exciting studies, many TSAs were found to
be expressed by medullary TECs (mTECs)
under the control of AIRE [7–9], although
AIRE-independent mechanisms of promis-
cuous TSA expression by mTECs have
been reported [10]. In addition to mTECs,
bone marrow (BM) derived thymic DCs
were also shown to play a major role
in presenting ectopically expressed TSA
to developing thymocytes [11, 12]. There-
fore, the relationship between thymic DCs
and mTECs in the induction of central tol-
erance has been addressed in several stud-
ies where mTECs can either (i) act as an
Ag pool for cross-presenting thymic DCs
[11] and/or (ii) autonomously present Ags
directly to developing T cells via macroau-
tophagy [13, 14]. However, the relative
contributions of thymic DCs and mTECs
to central tolerance induction are still not
clear. In some studies, mTECs have been
shown to be more efficient in selecting
regulatory T (Treg) cells, whereas thymic
DCs supported deletion [15, 16]. In con-
trast, BM-derived APCs were also shown
to generate Treg cells but under rather
artificial experimental conditions [17–19].
More importantly though, ectopic gene
expression in the thymus might not effi-
ciently present temporally regulated gene
products, or the plethora of Ags of the
gut microbiome, food Ags, or other for-
eign but innocuous Ags that access mucosal
sites [6]. Therefore, alternative mecha-
nisms must exist to broaden the spectrum
of TSAs or innocuous Ags presented to
developing T cells.

The role of extrathymic DCs in periph-
eral tolerance is well established: imma-
ture DCs or DCs matured in the absence
of pathogen pattern recognition signals
can efficiently induce adaptiveTreg cells
in peripheral lymphoid tissues [20]. How-
ever, studies in the past decade suggest
that peripheral migratory DC popula-

tions can also transport peripheral Ags
to the thymus for central tolerance [21].
Seminal studies by Bonasio et al. [21]
showed that exogenous bulk DCs from the
spleen can access the thymus after adop-
tive transfer, and that endogenous periph-
eral DCs also home into the thymus in
parabiosis experiments. These studies also
established the trafficking programs uti-
lized by bulk splenic DCs to access the
thymus, which involve P-selectin and inter-
actions of the DC integrin α4β1 with its
endothelial ligand VCAM-1 [21]. The mul-
tistep DC homing cascade from the blood
into the thymus was found to be also
dependent on a pertussis-toxin sensitive
G-protein-coupled chemokine receptor
[21], and subsequent studies from our
group defined a key role for the
chemokine receptor CCR9 in thymic
recruitment of plasmacytoid DCs (pDCs)
[22]. Chemokines and their receptors also
regulate the homing of DC subsets within
the thymus, directing localization to the
medulla, corticomedullary (CM) junction,
and/or perivascular spaces [23,24].

The functional consequences of DC traf-
ficking and microenvironmental homing in
the thymus have begun to be elucidated
(reviewed in [12, 25, 26]), with evidence
that DCs can transport peripheral Ags to
the thymus to mediate clonal deletion of
developing Ag-specific thymocytes, and the
DCs may also direct the selection of natural
Treg (nTreg) cells depending on the nature
of the DC population [26,27]. Thymic DCs
are heterogenous and not all subsets are
migratory [28, 29]. Up to 50% of thymic
DCs appear to arrive from the periph-
eral circulation [30], potentially bearing
peripheral tissue Ags for thymocyte selec-
tion. Three subtypes of thymic DCs have
been characterized in the mouse: CD11clow

B220+ pDCs and two phenotypically and
functionally distinct subsets of CD11c+

B220− conventional DCs (cDCs) [31].
The thymic cDC populations have been
described as CD8-αlow CD11b+ SIRP-α+

cDCs and CD8-αhigh CD11b− SIRP-α−

cDCs, which we will denote in this view-
point as SIRP-α+ and SIRP-α− cDCs,
respectively [31]. Similar thymic DC pop-
ulations have been described in the human
[32]. Table 1 summarizes the thymic
DC populations and their role in central
tolerance.

Migratory (thymus homing) SIRP-α+

cDCs

Thymic DCs were originally thought to
arise intrathymically from a common

DC/T-cell precursor [33]. Experiments
performed a decade later, using selective
combinations of normal, parabiotic, and
radioablated mice revealed distinct ori-
gins of CD8-α+ versus CD8-α− cDC sub-
sets in the adult mouse thymus (SIRP-α
expression was not monitored on DCs in
these earlier studies) [30]. Subsequent
studies, using adoptive transfer experi-
ments, parabiosis, and fetal thymic trans-
plantation, established that the SIRP-α+

(CD8-α−) cDC population migrates into
the thymus from the blood [26, 31],
whereas the SIRP-α− (CD8-α+) subset
develops intrathymically from BM-derived
precursors (see section “Thymus resident
(nonmigratory) SIRP-α− cDCs” below). In
coculture with thymocytes, SIRP-α+ cDCs
induced clonal deletion of Ag-specific T
cells, and also the development of thymic
Treg cells [27]. In fact, to date SIRP-α+

cDCs are the only thymic DC population
that has been shown to induce nTreg
cells in vitro from developing thymocytes.
Even though studies on SIRP-α+ cDCs have
focused mainly on a model of CD4+ T-cell
deletion [23], the poor-to-modest cross-
presentation ability of SIRP-α+ cDCs [29]
would suggest that they do not play a
major role in the thymic deletion of CD8+

T cells.
Unlike the bulk of thymic DCs, which

are found in the medulla and are sparsely
detectable in the cortex [34–36], SIRP-α+

cDCs are found primarily in the cortex
and the perivascular regions of the thy-
mus [23]. They are highly endocytic and
have been shown to sample blood-borne
Ags [23]. SIRP-α+ cDCs, but not SIRP-α−

DCs or pDCs, were shown to be selectively
decreased in the thymus of CCR2-deficient
mice, suggesting a role for CCR2 and its
ligands in their development, homing, or
survival [23]. Moreover, consistent with
a role for SIRP-α+ cDCs in thymic selec-
tion, CCR2-deficient mice exhibited a sig-
nificant if modest impairment in the ability
of i.v. injected Ags to induce clonal dele-
tion of Ag-specific thymocytes [23]. BM
SIRP-α+ cDCs have been shown to egress
into peripheral blood in response to CCR2-
mediated signals, which might explain the
deficiency in the thymus, but monocyte
chemotactic protein-2 (MCP-2 or CCL8),
a potential ligand for CCR2 [37], was con-
stitutively detected in the thymic perivas-
cular region where the SIPR-α+ cDCs
are localized [23]. Moreover, CCR2 was
expressed by a portion of intrathymic SIRP-
α+ cDCs, but not SIRP-α− cDCs [23]. Thus,
although direct experimental confirmation
is needed, it is likely that CCR2–CCL8
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Table 1. Thymic DC populations.

Thymic DC
population

DC
phenotypea)

DC chemokine
receptor

Thymic
chemokine ligand

Thymic
localization

Central tolerance modalitiesb)

pDC CCR9+ CCR9 [22] CCL25 [61] CM [22] Clonal deletion [22,26,27]
PDCA-1+ nTreg induction (human) [55]
B220+

CD11clow

“Migratory” cDC SIRP-α+ CCR2 [23] CCL8 [23] Cortex/PV [23] Clonal deletion [23]
CD8-αlow nTreg induction [26,27]
CD11b+

B220−

CD11c+

“Resident” cDC SIRP-α− XCR1 [24] XCL1 [24] Medulla [24] Clonal deletion [26,27]
CD8-α+ nTreg induction [24]
CD11b−

B220−

CD11c+

a)The table summarizes the cell surface phenotype, known chemokine receptor expression, and thymic chemokine ligands implicated in the
recruitment or microenvironmental positioning in the thymus of each thymic DC population.

b)The known consequences of the DC populations on thymic selection modalities are indicated.
nTreg: natural regulatory T cells; CM: corticomedullary region; PV: perivascular spaces.

contributes to intrathymic localization of
SIRP-α+ cDCs, particularly in the perivas-
cular spaces. Taken together, the ability
of SIRP-α+ thymic cDCs to sample blood-
borne Ags, their unique intrathymic local-
ization, and their ability to induce clonal
deletion and nTreg induction [23,27] sug-
gest a specialized role for SIRP-α+ thymic
cDCs in the development of central toler-
ance to blood-borne Ags. Since SIRP-α+

cDCs migrate into the thymus from the
blood, they may also contribute to central
tolerance through the presentation of Ags
that they acquire in the periphery prior to
thymic localization, although this possibil-
ity remains to be assessed.

Thymus resident (nonmigratory)
SIRP-α− cDCs

SIRP-α− cDCs comprise the most abun-
dant thymic DC population: They make
up approximately two-thirds of cDCs and
one-half of all DCs in the thymus [29–
31]. SIRP-α− cDCs express CD8-α and,
such as splenic CD8-α+ cDCs, they can
cross-present exogenous Ags into the MHC
class I pathway for presentation to CD8+

T cells. They are found predominantly
in the medulla and have been shown
to cross-present TSAs expressed ectopi-
cally by mTECs to developing thymocytes
for central tolerance [29, 38, 39]. Unlike
migratory SIRP-α+ cDCs, SIRP-α− cDCs are
resident cells: they arise from intrathymic

precursors and do not exchange effi-
ciently with the circulating peripheral DC
pool [31]. Despite being derived from
intrathymic precursors, there has been
significant debate on whether thymic SIRP-
α− cDCs derive from a common T/DC pro-
genitor or from separate T-cell and DC-
progenitors that seed the thymus [[30,31,
33] versus [40, 41], respectively]. Recent
cell lineage tracing experiments and stud-
ies using fluorescent reporter mice argue
that T cells and myeloid cells (includ-
ing thymic DCs) arise from distinct pre-
cursors in the thymus [42, 43]. Neverthe-
less, the intrathymic precursor of thymic
SIRP-α− cDCs is derived from thymic
homing BM progenitors. CCR7 and CCR9
have been implicated in thymic recruit-
ment of BM-derived thymocyte precur-
sors [44–46], and it is likely that one
or both of these chemokine receptors are
involved in controlling the representation
of the SIRP-α− cDC population in the thy-
mus as well. In fact, in mixed BM com-
petitive chimeras where WT- and CCR9-
deficient BM-derived DCs develop side by
side, the majority of SIRP-α− thymic cDCs
are derived from WT versus CCR9-deficient
progenitors, whereas WT and CCR9−/− BM
contribute equally well to the migratory
SIRP-α+ cDC compartment in the thymus
[22]. Moreover, thymic SIRP-α− cDCs have
been found to be even more significantly
reduced in numbers in CCR7/CCR9-double
deficient mice (our unpublished findings).

Regardless of the mechanisms of precursor
recruitment, SIRP-α− cDCs are believed to
represent thymic resident cDCs that can
tap into self-Ag reservoirs that may be
less accessible to the migratory DC subsets
[11]. It would be interesting to assess in
future studies whether incoming migra-
tory SIRP-α+ cDCs could also tap into the
promiscuously expressed thymic Ag pool
or whether instead migratory cDCs with
potentially poor cross-presenting capabili-
ties import only extrathymic Ags into the
thymus, particularly those from mucosal
sites.

Mechanisms of DC recruitment to the
thymic medulla, where most thymic DCs
and, in particular, the resident thymic
subset reside, have recently been eluci-
dated. The chemokine XCL1 (also known
as lymphotactin) is produced predomi-
nantly by the MHC class IIhigh subpopu-
lation of mTECs and mediates medullary
accumulation of thymic DCs that express
the cognate XCR1 receptor [24]. In con-
trast, CCR7 and CXCR4 play a minor role,
if any, in the accumulation of DCs in
the thymic medulla. Among the thymic
DC subpopulations, XCR1 was most highly
expressed on lymphoid CD11b− DCs, a
population that largely overlaps with resi-
dent SIRP-α− cDCs (these studies did not
characterize thymic DCs based on SIRP-α
expression). Moreover, in Xcl1-deficient
mice, thymic DCs failed to localize in
the medulla and instead accumulated in
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the deep cortex and CM regions [24].
XCL1-mediated accumulation of CD11b−

cDCs to the medulla may contribute
to efficient interactions between mTECs
and CD11b− cDCs. Xcl1 deficiency also
resulted in reduced numbers of thymic
nTreg cells [24], suggesting, albeit indi-
rectly, that SIRP-α−, as well as SIRP-
α+ cDCs (as discussed in the “Migratory
(thymus homing) SIRP-α+ cDCs” section
above), may be competent to induce nTreg
cells and that their induction of nTreg
cells may depend upon their medullary
localization.

In sum, thymic cDCs can be divided into
two major subsets: a “resident” SIRP-α−

CD8-α+ CD11b− population and a “migra-
tory” SIRP-α+ CD8-α− CD11b+ cDC popu-
lation. XCL1 expressed by thymic mTECs
targets the “resident” SIRP-α− cDCs to
the medulla [24] where they cooper-
ate with mTECs [11, 47]. The interaction
between such SIRP-α− cDCs and mTECs is
thought to contribute to nTreg-cell induc-
tion. CCR2–CCL8 interactions, on the other
hand, may be important in positioning
SIRP-α+ migratory cDCs to the cortex and
the perivascular regions of the thymus
where they can sample soluble blood-
borne Ags [23], and could also potentially
present Ags that they transport from the
periphery.

CCR9+ pDCs and thymic transport
of peripheral Ags

pDCs are important innate immune cells
that produce type I IFNs in response to
viral infections [48]. Early studies showed
that thymic pDCs are recruited from the
blood, as opposed to originating from
intrathymic precursors [31]. In their unac-
tivated immature state, pDCs are poor pre-
senters of Ags, leading to suggestions that
a primary role of pDCs in the thymus, as
elsewhere, might simply be to protect the
tissue from viral infections [28]. However,
in the absence of microbial stimulation,
pDCs can induce immune tolerance in the
periphery through the induction of Treg
cells [49].

We described a tolerogenic population
of pDCs in lymphoid tissues that expresses
the chemokine receptor CCR9 [50], which
is involved not only in homing of mem-
ory and effector lymphocyte populations
to the small intestines [51, 52], but also
in progenitor T-cell homing to the thy-
mus [46]. CCR9+ pDCs efficiently induce
Treg cells from peripheral T cells and
inhibit immune responses in vitro and in
vivo [50]. The high expression of CCR9

by these immunosuppressive pDCs, the
involvement of CCR9 in T-cell progeni-
tor recruitment to the thymus, and the
known expression of its chemokine ligand
CCL25 by TECs led us to the finding that
CCR9 mediates peripheral pDC trafficking
to the thymus [22]. Interestingly, CCR9
deficiency did not completely block thymic
pDC recruitment in our studies, suggest-
ing additional, overlapping homing mech-
anisms: CCR7 is a candidate, since CCR7
as well as CCR9 participates in T-cell pro-
genitor homing into the thymus [44, 45],
and a recent study has revealed a func-
tional role (in LN homing) for low-level
CCR7 expression on circulating pDCs [53].
In agreement with previous studies impli-
cating P-selectin and α4 integrins in thymic
DC homing [21, 54], we also found that
pDCs expressed α4 and P-selectin ligands
and endogenous thymic pDC migration
was inhibited by α4 integrin blockade [22].
Thus, peripheral pDC homing to the thy-
mus likely employs the same adhesion cas-
cade used by T-cell progenitors and bulk
splenic DCs, although pDC recruitment to
the thymus appears to be more dependent
on CCR9 [22,44,45].

Ag-loaded peripheral pDCs that access
the thymus localize to the CM junction and
mediate efficient clonal deletion of devel-
oping Ag-specific thymocytes [22]. In our
hands, we did not observe thymic nTreg-
cell induction after i.v. injection of Ag-
loaded peripheral pDCs [22]. This is con-
sistent with earlier studies in which mouse
thymic pDCs failed to efficiently induce
Treg-cell production from thymocytes in
vitro [27]. In contrast, human thymic pDCs
can induce FOXP3+ Treg cells in culture
models, and TSLPR+ pDCs co-localize with
FOXP3+ Treg cells in the human thymus
[55]. The failure of Treg-cell induction by
thymic DCs in many mouse model studies
([21–23] and reviewed in [12,26]) may be
a function of the transgenic TCR-Ag model
systems employed, reflecting unique char-
acteristics of signaling through the trans-
genic TCR. Several studies have indeed
correlated TCR affinity and signal strength
with differential effects on clonal deletion
versus Treg-cell induction, such that high-
affinity interactions mediate clonal dele-
tion, whereas lower affinities, in compar-
ison, rescue developing thymocytes from
death and shunt their development into
Treg cells [13, 56–59]. Therefore, caution
has to be exercised in interpreting the
results: Additional studies will be required
to determine critically the importance of
pDC versus “migratory” and “resident”
cDC populations, and of TCR affinity, in

Treg-cell induction versus clonal deletion
modalities of central tolerance.

It is interesting to consider that, in addi-
tion to peripheral self-Ags, thymic homing
DCs may also transport innocuous foreign
Ags to the thymus, such as those from aller-
gens in the respiratory tract or food or
innocuous flora in the digestive tract [6].
Indeed, CCR9 can mediate pDC localiza-
tion to the intraepithelial compartment of
the gut wall, a site well positioned to sam-
ple Ags in the gut lumen [22,60]. Whether
peripheral DCs, in particular pDCs, can
transport locally endocytosed mucosal Ags
to the thymus remains to be determined,
however.

Importantly, transport of peripheral
Ags into the thymus needs to be care-
fully controlled to prevent central tol-
erance to pathogen-associated molecules.
Such control appears to be achieved at
least in part by suppression of thymic
homing of peripheral DC populations
by pathogen-associated pattern recogni-
tion through TLRs [21, 22]. In the case
of pDCs, we showed that TLR9 lig-
ands for example, which mimic micro-
bial DNA, efficiently downregulate CCR9,
preventing pDC-mediated transport of
pathogen-associated Ags into the thymus
[22].

Concluding remarks

In conclusion, CCR9+ pDCs and SIRP-α+

cDCs comprise the rapidly exchanging
migratory DCs in the thymus [31]. CCR9 is
critical in targeting pDCs to the CM region
of the thymus where they participate in
clonal deletion of developing Ag-specific
thymocytes [22]. Moreover, pDCs may
be specialized in transporting innocuous
peripheral Ags into the thymus, potentially
including food or intestinal microflora Ags.
Migratory SIRP-α+ cDCs, however, are tar-
geted to the thymic cortex and localize
to perivascular spaces in part by means
of CCR2–CCL8 interactions [23], and con-
tribute to clonal deletion and nTreg-cell
induction [27] to systemic blood-borne Ags
[23]. Whether they also transport periph-
erally endocytosed Ags to the thymus
for central tolerance, supplementing the
transport function of pDCs, remains to be
determined. Finally, the resident SIRP-α−

cDC population, believed by some to
arise from a common T-cell/DC pro-
genitor (reviewed in [12]), is targeted
by XCR1-dependent migration to the
thymic medulla [24], where these cells
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cross-present mTEC-expressed Ags to
developing thymocytes (reviewed in [12]).
In general, all the thymic homing DCs,
and the migratory precursors of thymic
resident DCs, are assumed to home from
the blood into the thymus by means of
common mechanisms of P-selectin rolling
and α4β1/VCAM-1-mediated arrest on
vessels of the CM junction [21], but
the involvement of multiple chemoat-
tractants allows differential recruitment
and microenvironmental positioning of
these specialized APCs that mediate cen-
tral tolerance to self- and innocuous
nonself-Ags.
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Migration in the clinic

Targeting cells in motion: Migrating toward improved therapies
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The development of clinical thera-
peutics that interfere with the migra-
tion of leukocytes has revolutionized
the treatment of multiple sclerosis
and holds great promise for the treat-
ment of a wide range of inflam-
matory diseases. As the molecules
essential for the multi-step adhe-
sion cascade that mediates cellular
migration have been elucidated, the
number of potential targets avail-
able to modulate leukocyte trafficking
has increased exponentially. In this
Viewpoint, we briefly review our cur-
rent understanding of these molec-
ular targets and how these targets
vary by tissue and leukocyte subset
with emphasis on T cells. We then
describe the two currently approved
therapeutics that target cell migra-
tion, natalizumab and fingolimod,
and discuss how an improved under-
standing of their function could pave
the way for the development of
safer and more efficacious therapies
for inflammatory and autoimmune
diseases.

Introduction

Nearly 50 years ago, Gowans and Knight
published a seminal study demonstrat-
ing that labeled lymphocytes injected into
rats migrated from the blood into sec-
ondary lymphoid organs (SLOs) and then
returned to the circulation via the thoracic
duct [1]. In an accompanying paper by
Marchesi and Gowans, lymphocytes were
observed to adhere to what are now called
high endothelial venules and pass through
the endothelial layer in a directed migra-
tion into the lymph node [2]. This pro-

cess was hypothesized to be selective, as
only small lymphocytes emigrated from
the venules while larger lymphocytes were
excluded. In the time since these first
observations were made, knowledge of
the molecular mechanisms that underpin
lymphocyte trafficking has exploded. The
selective migration observed by Marchesi
and Gowans is now understood to be
a tightly orchestrated multistep adhesion
cascade, regulated by selectins, integrins,
chemokines, and chemoattractant lipids,
that specifically directs the trafficking of
leukocytes into sites essential for their
function. Such an improved understanding
of the underlying mechanisms involved has
resulted in the identification of an array
of potential drug targets aimed at mod-
ulating cell migration in order to treat a
broad range of autoimmune and inflam-
matory diseases. Today, two drugs target-
ing cell migration are approved for clini-
cal use in multiple sclerosis, one of which
is also approved for Crohn’s disease; and
many more are currently in clinical trial
for these and other inflammatory diseases.
In this Viewpoint, we will briefly discuss
the wide range of molecular targets now
recognized to inhibit leukocyte migration
and our understanding that some of these
targets may be unique to particular leuko-
cyte subsets. We will then discuss two ther-
apeutics that are currently in use for the
inhibition of T-cell trafficking and how
knowledge about their mechanism will
inform the future development of drugs
that target pathologic inflammation via the
modulation of cell migration.

Sticky targets

The concept of a multistep adhesion cas-
cade responsible for leukocyte extrava-
sation has been an extremely successful
framework for contextualizing the large
array of molecules that participate in cell

migration [3, 4]. Currently, the leukocyte
adhesion cascade is understood as a pro-
cess of four successive steps: (i) leukocyte
rolling along the endothelium, (ii) leuko-
cyte activation, followed by (iii) adhe-
sion onto endothelial cells and subse-
quent (iv) diapedesis into the target tissue
[5]. The multistep adhesion cascade is
driven by an overlapping but sequential
interaction of a diverse group of adhe-
sion and chemoattractant molecules [6,7].
The initial rolling step is mediated by
the selectins, a three member family of
C-type lectins, which bind with a high
on/off rate to a wide range of sialy-
lated carbohydrate ligands expressed on
endothelial cells and the leukocytes them-
selves. This association then allows the cir-
culating leukocyte to interact with region-
ally produced chemoattractant molecules.
These chemoattractant molecules act to
precisely control access of particular cell
types to specific tissues and therefore are
composed of a diverse group of lipids
and chemokines that function in a combi-
natorial and likely nonredundant fashion
in vivo [8].

Lipid chemoattractants include a rela-
tively small number of eicosanoids, such as
leukotriene B4, (LTB4) and prostaglandin
D2 (PGD2), and have recently been shown
to initiate early inflammatory cell migra-
tion via activation of G-protein-coupled
receptors (GPCRs) [9–11]. However, the
most diverse group of chemoattractants is
composed of the chemokines, which are a
large group of over 50 secreted ligands.
These interact with at least 20 members of
the seven transmembrane spanning GPCR
family to tightly regulate cell motility and
adhesion under both resting and inflam-
matory conditions [12, 13]. During leuko-
cyte rolling, the interaction of chemokines
with their coordinate GPCRs then acti-
vates the circulating cell via an “inside-
out” signal that changes the conformation
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of the integrins on the leukocyte surface
from a low-to-high affinity state for its
ligand [14]. Integrins are a family of het-
erodimers composed of a small number of
α and β subunits that interact with both
ECM molecules, such as fibronectin, and
cell surface molecules of the immunoglob-
ulin family, such as intercellular adhe-
sion molecule-1 (ICAM-1) and vascular cell
adhesion molecule-1 (VCAM-1) that are
expressed in a variety of cell types, includ-
ing endothelial cells, fibroblastic reticular
cells, dendritic cells (DCs), and lympho-
cytes [13, 15]. The high affinity integrin
interaction with its ligands allows for the
arrest and adhesion of the leukocyte on the
endothelial cell — a process that is nec-
essary for the subsequent transmigration
into the targeted tissue. Once leukocytes
gain access to the appropriate tissue, they
migrate to their particular targets along
chemotactic or haptotactic gradients [16].
Finally, at their target site, the retention of
leukocytes in the tissue is tightly controlled
and for T cells and DCs, this process is reg-
ulated by the lysophospholipid shingosine
1-phosphate (S1P) and by the chemokine
receptor CCR7 and its ligands CCL19 and
CCL21 [17–20].

On T cells, the differential expression
of particular combinations of selectins,
chemokine receptors, and integrins on
leukocytes is highly regulated and results
in a directed trafficking of cellular
subsets to particular organs and tissue
beds. Näıve T cells, for example, largely
express the chemokine receptor CCR7 and
the selectin CD62L, which directs them to
circulate through the SLOs where they are
more likely to have a productive interac-
tion with antigen and antigen-presenting
cells [13]. Once activated by antigen, the
activated effector T cells upregulate the
expression of chemokine receptors that
correspond and can react to the chemokine
ligands produced in inflamed tissues.
For CD4+ T cells, the combination of
chemokine receptors that are upregulated
correlates with the cell-differentiation
program upon activation. Thus, CXCR3
and CCR5 are preferentially upregulated
on Th1 cells while Th2 cells preferentially
express CRTH2, CCR4, and CCR8 [21].
The Th17 subset preferentially expresses
CCR6 [22], and T follicular helper cells
express CXCR5 [23, 24]. Memory T cells
can be divided into CCR7+, CD62Lhi

central memory T cells that circulate in
the SLOs and CCR7−, CD62Llo effector
memory T cells, which traffic to peripheral
tissues [25]. Interestingly, among T effec-
tor memory cells there appears to be a

difference in the expression of P and E
selectins by CD4 and CD8 cells, result-
ing in further differences of localization
and migration of these lymphocyte subsets
within the memory population [26].

The site where antigen is encountered
by the näıve cell also affects the expres-
sion of chemokine receptors and integrins,
“imprinting” them to return to particu-
lar tissue beds. This process has been
best characterized for the gut and skin
but also may occur in the CNS and lung
[27]. In the mesenteric lymph nodes and
GALT, for example, DC-produced retinoic
acid induces the expression of CCR9 and
the integrin α4β7 on effector memory
T cells. As the ligands for CCR9 and α4β7

(CCL25 and MAdCAM-1, respectively) are
mainly expressed on endothelial cells in
the venules of the small intestine, these
effector memory T cells then specifically
home to the gut [28, 29]. In skin draining
peripheral nodes, activated CD4+ T cells
upregulate CLA, CCR4, and CCR10 and
downregulate CCR9 and α4β7, result-
ing in preferential homing back to the
dermis and epidermis. Interestingly,
another vitamin, vitamin D3, has been
found to control this homing in part
through downregulation of the gut hom-
ing α4β7 integrin and upregulation of the
epidermis-homing CCR10 [28, 30]. Thus,
targeting particular chemokine receptors
or integrins for pharmacologic blockade
may allow for the selected modulation
or inhibition of the migration of specific
pathogenic subsets of T cells that traffic
to an affected organ and cause disease.
Despite some obstacles, this idea is quickly
becoming reality as an array of drugs
that inhibit or modulate cell migration
are actively being studied in clinical tri-
als (Table 1). Furthermore, two drugs,
natalizumab and fingolimod, that tar-
get different aspects of T-cell migration
(Fig. 1), have already been approved for
use in the clinic.

Natalizumab

In 1992, merely 28 years after Gowans
and Knight first observed the trafficking of
lymphocytes [1], the group of Steinman
and Karin reported that blockade of the
integrin α4β1 (VLA-4) with an antibody
prevented EAE, a rodent model of multi-
ple sclerosis (MS) [31]. Using an in vitro
binding assay that allowed for the adhe-
sion of lymphocytes and monocytes to ves-
sels in brain sections to be visualized, this
group tested a panel of antibodies directed

against various integrins known to partic-
ipate in the multistep adhesion cascade
on brain sections from Lewis rats with
EAE. They found that antibodies directed
against the integrin subunits α4 or β1 pre-
vented lymphocyte and monocyte binding.
They then demonstrated that the develop-
ment of paralysis caused by injection of a
CD4+ T-cell clone specific for myelin basic
protein could be prevented by blockade of
α4 integrin (Fig. 1) [31].

Based on these observations, a human-
ized monoclonal IgG4 antibody to α4 inte-
grin called natalizumab (Tysabri, Biogen
Idec, and Elan Pharmaceuticals) was devel-
oped and tested in clinical trials. Phase
III clinical trials with relapsing-remitting
MS patients demonstrated that, compared
with a placebo, natalizumab reduced the
risk of sustained progression of disability
by 42% and the annualized relapse rate
by 68% [32], and resulted in a 54% reduc-
tion in annualized relapse rates when given
with IFN-β [33]. After an interim one-year
analysis of these trials, the FDA approved
natalizumab in 2004 for relapsing forms of
MS. Approval was also given for the short-
term treatment of Crohn’s disease after it
was demonstrated that some Crohn’s dis-
ease patients treated with natalizumab had
higher remission rates, as compared with
those patients given a placebo, an effect
presumably driven by natalizumab’s ability
to prevent leukocyte homing to the gut by
blocking the α4β7 integrin [34]. However,
as cases of the rare but deadly disease pro-
gressive multifocal encephalopathy (PML)
were identified in both MS and Crohn’s
patients taking natalizumab, the drug was
pulled from the market for all the patients
in 2005 only three months after approval.
PML is a demyelinating disease of the white
matter and is caused by opportunistic
infection with the JC virus in immuno-
compromised hosts [35]. A review of
all patients who had been treated with
natalizumab during clinical trials for
MS, Crohns’ disease, and rheumatoid
arthritis estimated the risk to be 1:1000
for the development of PML while on the
drug [36]. Given this low risk and proven
benefits, the drug was re-introduced as a
monotherapy for relapsing MS and Crohn’s
disease in 2006 but the drug carries a
black box warning and can only be pre-
scribed in registered centers under the
Tysabri Outreach: Unified Commitment to
Health (TOUCH R©) program [37]. More
recently, an analysis of 212 confirmed
cases of PML that have occurred in the
postmarketing setting have identified the
risk for development of PML in MS patients
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Table 1. Status and indication of drugs currently in clinical trials that target molecules involved in cell migration.

Target Drugsa) Company Indicationb) Status

CCR1 BX471 Schering AG/Berlex Pelvic pain Phase 2 completed
CCX354 ChemoCentryx RA Phase 2 completed
AZD-4818 AstraZeneca COPD Phase 2 completed

CCR2 PF-04634817 Pfizer Diabetic nephropathy Phase 2 recruiting
PF-04136309 Pfizer Osteoarthritis Phase 2 completed

Pancreatic cancer Phase 1 recruiting
MK-0812 Merk MS Phase 2 completed

RA Phase 2 failed
CCX-140 ChemoCentryx Diabetic nephropathy Phase 2 recruiting
CNTO-888 Centocor IPF Phase 2 completed

CCR3 Bertilimumab Cambridge antibody technology UC Phase 2 planned
GW766944 GlaxoSmithKline Asthma Phase 2 completed

CCR4 AMG-761 Amgen Asthma Phase 1 recruiting
CCR5 Maraviroc Pfizer HIV, immune reconstitution Active

GSK706769 GlaxoSmithKline RA Phase 2 withdrawn
HGS1025 GlaxoSmithKline UC Phase 1 withdrawn

CCR9 GSK 1605786A GlaxoSmithKline UC Phase 3 recruiting
CCX282-B ChemoCentryx UC Phase 2 completed

Crohn’s Phase 2 completed
Celiac Phase 2 completed

CXCR2 GSK 1325756 GlaxoSmithKline COPD Phase 1 completed
SB-6569333-AAA GlaxoSmithKline COPD Phase 1 completed

CF Phase 1 completed
CXCR3 MSX1100 Bristol-Meyer Squibb RA Phase 2 completed

UC Phase 2 completed
CXCR1/CXCR2 SCH 527123 Schering-Plough Psoriasis Phase 2 completed

Asthma Phase 2 completed
COPD Phase 2 completed

CRTH2 ARRY-502 Array BioPharma Asthma Phase 2 recruiting
QAV680 Novartis Allergic rhinitis Phase 2 completed
QAW039 Novartis Asthma Phase 2 recruiting
ADC3680B Pulmagen Therapeutics Asthma Phase 2 completed

CRTH2 and DP1 AMG 853 Amgen Asthma Phase 2 completed
LTB4 CP-195543 Pfizer RA Phase 2 terminated

BIIL-284 Boehringer Ingelheim CF Phase 2 terminated
S1P1 GSK 2018682 GlaxoSmithKline MS Phase 1 completed

ACT-128800 Actelion MS Phase 2 ongoing
Psoriasis Phase 2 completed

Selectins (E,P,L) Bimosiamose Revotar COPD Phase 2 completed
Psoriasis Phase 2 completed

Integrin α4β7 Vedolizumab Millennium Crohn’s Phase 3 completed
AMG 181 Amgen UC Phase 3 ongoing

UC Phase 2 planned
Integrin αLβ2 BMS-587101 Bristol-Meyers Squibb Psoriasis Phase 2 terminated

MIRT 2584 Boehringer Ingelheim Psoriasis Phase 2 suspended

a)This table does not list all compounds currently in development but instead summarizes drugs targeting the indicated molecules that are listed
on www.clinicaltrials.gov.

b)RA: rheumatoid arthritis; COPD: chronic obstructive pulmonary disease; MS: multiple sclerosis; IPF: idiopathic pulmonary fibrosis; UC: ulcerative
colitis; HIV: human immunodeficiency virus; CF: cystic fibrosis; SIP1: sphingosine-1 phosphate receptor subtype 1.

taking natalizumab and have stratified
these risks based on seropositivity for JC
virus, prior immunosuppressant use, and
duration of treatment with natalizumab
greater than 2 years [38]. Using this risk
stratification, the authors estimated that

a negative anti-JC virus antibody status
had a risk of development of PML at 0.09
per 1000 natalizumab treated patients
while patients with all three risk fac-
tors had an estimated incidence of 11.1
per 1000. In addition to the infectious

complications, there have also been case
reports of patients who develop a severe
worsening of MS after drug initiation
[39]. The cause for this decline is cur-
rently unclear, but it is hoped that further
study of these side effects will allow for the
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Figure 1. In MS patients, naı̈ve T cells are
thought to enter the lymph node (LN) where
they encounter auto-antigens resulting in dif-
ferentiation and activation into encephalito-
genic effector T cells. During the later phases
of activation, T cells upregulate S1P1, which
then mediates T-cell egress from the LN via
migration toward the increased concentration
of S1P present in the medullary sinus and effer-
ent lymph (top right). Once these cells gain
access to the circulation, they then adhere to
endothelial cells in the CNS via the interac-
tion of the integrin α4β1 on T cells with VCAM-
1 on the endothelial cell (bottom left). T cells
then access the brain parenchyma where they
become reactivated and secrete inflammatory
cytokines and chemokines that recruit other
effector cells resulting in the typical MS lesion
in the white matter. In this sequence of events,
fingolimod (red symbols) is thought to act via
agonistic downregulation of the S1P1 receptor
thereby blocking LN egress (top right) while
natalizumab blocks the α4β1 integrin, effec-
tively blocking the multistep adhesion cascade
and T-cell homing to the brain parenchyma
(bottom left).

selection of only those patients who will
safely benefit from natalizumab treatment.

Fingolimod

In the 1990s, a fungal metabolite with
immunosuppressive properties was identi-
fied from culture filtrates of the ascomycete
Isaria sinclairii [40], and subsequently
chemically modified to a less toxic
molecule termed FTY720. This molecule
was originally thought to be a “classic”
immunosuppressant that modulated T-
and B-cell activation as it was found to
induce long-term graft acceptance in ani-
mal transplant models in synergy with cal-
cineurin inhibitors [41]. However the idea
that FTY720 was a “classic” immunosup-
pressant was challenged by observations

that FTY720 did not inhibit the activa-
tion or proliferation of T and B cells [42]
and the lack of therapeutic benefit com-
pared with standard therapy in phase III
trials of renal transplant rejection [43,44]
FTY720’s mechanism of action became
clear as studies demonstrated that FTY720
was an agonist of four out of the five
known GPCRs for S1P, and it blocked
lymphocyte egress from lymph nodes via
downregulation and degradation of the
S1P1 receptor on lymphocytes (Fig. 1)
[17, 45]. Understanding the function of
FTY720 revealed the critical importance
of S1P gradients in mediating lymphocyte
egress from the lymph node. This concept
has been reinforced by studies that have
demonstrated that disruption of the S1P
gradient by inhibiting either S1P genera-

tion or its degradation inhibits lymphocyte
egress from the lymph node [46,47].

As these discoveries came to light,
the clinical effectiveness of FTY720 or
fingolimod (Gilenya, Novartis) for the
treatment of MS was studied in two
large phase III clinical trials involving
relapsing-remitting MS patients [48, 49].
Compared with a placebo, fingolimod
decreased the annualized relapse rate
by 54% [48], and when compared with
IFN-β, fingolimod decreased the annu-
alized relapse rate from 0.33 to 0.16
[49]. Thus, in September 2010 fingolimod
was approved for use in patients with
relapsing forms of MS. It should be
noted that two deaths were reported in
the trials [48, 49] but in patients tak-
ing a higher dose than that which is
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currently clinically approved. In one of
these patients, disseminated primary vari-
cella infection occurred during intravenous
steroid treatment for relapse; in the other
patient, herpes simplex encephalitis devel-
oped, also while the patient was on
steroids. Other serious reported effects of
fingolimod include bradycardia, a slight
increase in lower respiratory tract infec-
tions, macular edema, and a reported
increase in the development of skin and
breast cancers. More recently, as seen with
natalizumab, cases of paradoxical worsen-
ing of MS [50], or tumefactive MS [51],
have been reported after initiation of fin-
golimod although the cause of these rare
events is still unclear. Furthermore there
have been more recent reports of serious
herpes infections in patients taking fin-
golimod at the clinically approved dose
[52, 53], reinforcing the need for further
surveillance of safety [54]. Thus, patients
treated with fingolimod will be followed by
a 5-year postauthorization safety study to
monitor for adverse events [55].

Learning lessons and making
them stick

Although the approval of natalizumab and
fingolimod represents the successful tar-
geting of molecules that modulate cell
migration, the explosion of knowledge
about other cell migration targets, such
as the chemokine receptors, has thus far
been challenging to translate into new clin-
ical therapeutics. The reasons for these
disappointing results are numerous and
have been thoroughly reviewed elsewhere
recently [8,56], but likely include “redun-
dancy” of chemokine function, inadequate
in vivo dosing, and the improper selec-
tion of targets as was suggested to have
occurred in the clinical trials for CCR2
inhibition in rheumatoid arthritis [57]. We
believe that an improved understanding of
the mechanism and side effects of natal-
izumab and fingolimod will help address
some of these obstacles. For instance,
both of these drugs have highlighted the
subtleties of modulating lymphocyte traf-
ficking, such as only affecting particular
subsets, subtleties that were not fully
appreciated prior to their clinical approval.

Natalizumab, for instance, has been
demonstrated to reduce the number
of inflammatory cells in the cerebral
spinal fluid of patients with MS, sug-
gesting that it may indeed prevent
the access of pathogenic T cells to
the brain in humans [58]. This reduc-

tion in inflammatory cells, however, is
not global but appears to be relatively
selective for particular leukocyte sub-
sets. For example, the CD4+/CD8+ T-cell
ratio is decreased in the cerebral spinal
fluid [59], DC numbers are decreased in
the perivascular spaces [60] and periph-
eral CD19+ B-cell and NK-cell numbers are
increased [61] in natalizumab-treated MS
patients. In addition, recent animal data
using the EAE model demonstrated that
blockade of α4-integrin is selective for Th1
cells and does not prevent the accumula-
tion of pathogenic Th17 cells in the brain
during disease [62, 63]. As suggested by
the authors of these studies, if confirmed
in humans, this finding would imply that
the majority of patients who respond to
natalizumab therapy likely have a Th1-
mediated disease while patients who do
not respond may have a predominately
Th17-driven disease.

Fingolimod also appears to have dif-
ferential effects on particular cellular
subsets. For example, fingolimod selec-
tively promotes the peripheral retention
of näıve and central memory cells while
having less effect on the homing of
effector memory T cells in MS patients
[64]. In particular, it has been shown
that Th17 cells form a significant part
of the central memory pool and num-
bers of these cells are reduced in the
blood of MS patients taking fingolimod
[65]. Although there have been conflict-
ing reports about the action of fingolimod
on regulatory T (Treg) cells [66, 67], it
has been reported in mice that fingolimod
differentially effects the trafficking of Treg
cells as compared with CD25− CD4+ T cells
[68]. In contrast, it appears that natal-
izumab has minimal effects on Treg cells
[69]. Given these differential effects on
T-cell subsets, it is tempting to speculate
that the paradoxical worsening of MS that
can occasionally be seen in patients tak-
ing fingolimod or natalizumab may be sec-
ondary to an inhibition of trafficking of a
beneficial T-cell type such as Treg cells to
the MS lesions or to an alteration of the bal-
ance of Th1/Th17 cells in MS lesions; how-
ever, confirmation of this theory awaits
further clinical study.

To sum up, the data obtained from
studying the effects of natalizumab and
fingolimod suggest that cell migration
inhibitors may have very specific and
differential effects on lymphocyte subsets
that may be difficult to predict without
further study. As more drugs that inhibit
migration progress through clinical trials
for diseases as diverse as COPD, asthma,

rheumatoid arthritis, MS and Crohn’s, the
reports of devastating infections in patients
on natalizumab and fingolimod should
also give us pause for thought. Somewhat
surprisingly, current reports suggest that
natalizumab and fingolimod each increase
the risk of a specific but different type
of infection — natalizumab increases the
risk for PML [35] while fingolimod may
be associated with a slightly increased
risk for herpes infections, although this
risk needs to be confirmed with further
postmarketing surveillance [52,53]. These
observations should arouse caution when
contemplating the inhibition of similar
cellular subsets as those targeted by natal-
izumab and fingolimod. For instance, if
it is confirmed that natalizumab selec-
tively inhibits the accumulation of Th1
cells in the CNS of patients, then other cell
migration inhibitors that target Th1 cells,
such as inhibitors of CXCR3 and CCR5,
should be carefully assessed for the risk
of similar infectious complications, includ-
ing the development of PML. Likewise, as
fingolimod appears to selectively inhibit
näıve and central memory cells, including
those cells differentiated into a Th17 sub-
set, vigilance for similar infections to those
observed for fingolimod — namely herpes
infections — should be high when under-
taking clinical trials of migration inhibitors
that target these subsets.

Finally, the effects of these drugs
beyond their modulation of cell migration
add complexity to understanding the clini-
cal response that they induce. For instance,
natalizumab induces the release of imma-
ture CD34+ leukocytes from the bone mar-
row [70], impairs the ability of DCs to
stimulate antigen-specific T-cell responses
[71], and could potentially block VLA-4’s
ability to synergize with TCR signaling
to augment T-cell stimulation and prolif-
eration [72, 73]. In contrast, fingolimod
has effects on vascular permeability, mast
cell activation, astrocyte susceptibility to
apoptosis, and cardiomyocyte function
[74]. Teasing apart these effects from
those affecting T-cell migration will be
challenging but will nonetheless likely
improve our understanding of the exact
mechanisms of action of cell migration
inhibitors proposed for therapeutic use.

Future prospects

The successful clinical implementation
of natalizumab and fingolimod provides
proof that modulating cell migration is an
effective means to modulate inflammation.
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The explosion of knowledge about the
molecules that mediate the cell migration
of leukocytes has resulted in a significant
number of new targets that hold promise
for new therapies [4, 56, 75]. However,
as the drugs natalizumab and fingolimod
demonstrate, we still need to refine our
understanding of the molecules that are
important for the trafficking of specific
lymphocyte subsets in humans and how
these subpopulations mediate disease and
resistance to infection. As more drugs enter
the pipeline, this knowledge should allow
for a better prediction of clinical benefit
and the possible infectious complications
of treatment with cell migration inhibitors
and allow for strategies to maximize clini-
cal effectiveness while minimizing the risks
of this promising class of drugs.
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This Viewpoint gives an overview
of the inherited disorders that are
characterized by defects of leuko-
cyte trafficking. Three paradigmatic
diseases have been selected: warts,
hypogammaglobulinemia, infec-
tions, and myelokathexis; Wiskott–
Aldrich; and leukocyte adhesion defi-
ciency syndromes. These conditions
encompass defects in the steps that
are required for leukocyte motility:
from the response to chemokines,
which is altered in warts, hypogam-
maglobulinemia, infections, and
myelokathexis syndrome, to the
impairment of leukocyte adhesion
and migration found in leukocyte
adhesion deficiency syndrome, and
finally to abnormal actin filament
formation, which is affected in leuko-
cytes of Wiskott–Aldrich syndrome
patients.

Introduction

Leukocyte motility in response to
chemokines is required for the inflam-
matory response to infections, and for
organ development, tissues homeostasis,
and vascularization. The role in infections
is clearly seen in those inherited disorders
that affect the key players involved in
leukocyte motility with patients with such
disorders displaying susceptibility to infec-
tions. Although many primary immun-
odeficiencies are associated with defects
in leukocyte trafficking, this Viewpoint
focuses on the warts, hypogammaglob-
ulinemia, infections, and myelokathexis
(WHIM); Wiskott—Aldrich; and leukocyte
adhesion deficiency (LAD) syndromes as
the leukocyte migration defects in these
disorders have been extensively character-
ized.

CXCR4 mutations in WHIM syndrome

WHIM syndrome represents the first iden-
tified example of a human disease that

is caused by the abnormal functioning of
a chemokine receptor [1–3]. This condi-
tion is a genetic disorder usually inher-
ited as autosomal dominant disease with
a prevalence <1:1 000 000 due to het-
erozygous mutations of the gene encoding
for CXCR4, the receptor for the CXCL12
chemokine (Table 1). All the mutations
that have been identified so far affect
the cytosolic carboxy-terminal (CT) tail of
CXCR4, resulting in loss or inactivation
of the function of 10–19 amino acids in
the CT tail, thus leading to an enhanced
and prolonged response to CXCL12 [4–7].
Given the broad expression of CXCR4,
especially in stem and progenitor cells such
as hematopoietic, neural and liver stem
cells, primordial germ cells, skeletal mus-
cle, and retinal progenitor cells, with the
abnormal functioning of the receptor one
might expect multiple defects in the ner-
vous and cardiovascular systems; however,
despite this broad CXCR4 expression pat-
tern, the main clinical features of WHIM
syndrome are restricted to the hematopoi-
etic organs and, in particular, the gener-
ation of myeloid cells from the bone mar-
row, their recirculation, and the homeosta-
sis of lymphocyte subsets.

Although most WHIM patients display
leukopenia, WHIM syndrome is usually
only suspected after the discovery of neu-
tropenia and monocytopenia, usually the
first manifestation of the disease [4, 5, 8].
Analysis of bone marrow in these patients
reveals myeloid hypercellularity, despite
severe neutropenia in peripheral blood,
with the mature neutrophils displaying
morphologic abnormalities such as cyto-
plasmatic vacuolization, hypersegmented
nuclei, and chromatin hypercondensation.
Neutrophils are retained in the bone mar-
row of WHIM patients because of the
heightened response of these cells to the
CXCR4 ligand CXCL12. Indeed, the consti-
tutive expression of CXCL12 by hematopoi-
etic stromal cells, which is critical for the
retention of stem and progenitor cells in
the bone marrow during hematopoiesis,
leads to the entrapment of mature neu-
trophils in the same location [2, 9, 10].
Nonetheless, the neutrophils of WHIM
patients can be mobilized from the bone

marrow to peripheral blood during infec-
tions and display normal biologic func-
tions, despite their morphologic abnormal-
ities.

Patients with WHIM syndrome have
difficulties in dealing with bacterial
pathogens and typically develop infec-
tions of the respiratory tract with sinusi-
tis and pneumonia being first manifesta-
tions of the disease; however, meningitis,
osteomyelitis, deep soft tissue abscesses,
urinary tract infections, and skin infections
have also been observed. Although the
majority of WHIM patients survive through
adulthood, 70% of WHIM patients show
extreme susceptibility to human papil-
loma virus (HPV) infection, which man-
ifests as warts, especially on the hands,
feet, and trunk and as anogenital condy-
lomata acuminate which may secondarily
lead to dysplastic HPV-induced lesions and
invasive cancer. The warts, however, are
not present at the onset of WHIM syn-
drome but appear during the first or second
decade of life [4,5].

Besides recurrent infections and an
increased risk of tumors, WHIM patients
display a higher rate of congenital heart
defects. In particular, three cases of tetral-
ogy of Fallot have been recently reported
in patients with this condition, suggesting
that heterozygous mutations in CXCR4 can
be associated with defects in organogene-
sis [11]. This is in keeping with studies in
mice that have demonstrated a key role
for CXCL12 and CXCR4 in heart, nervous
system, and blood vessel development
[12], and, possibly in concert with CXCR7,
the recently described second receptor
for CXCL12, in heart valve development
[13].

Immunological features associated
with truncating mutations of CXCR4

Initial studies showed that neutrophils
and lymphocytes from patients with
WHIM syndrome display increased chemo-
taxis, adhesion, and signaling in response
to CXCL12, suggesting that neutropenia
might result from the impairment of neu-
trophil egression from the bone marrow
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Table 1. Inherited disorders associated with abnormal leukocyte motility.

Leukopenia Leukocytosis T-cell defect B-cell defect Locus

WHIM syndrome + − + + CXCR4
Classical Wiskott-Aldrich syndrome (WAS) + − + + WAS
X-linked thrombocytopenia (XLT) − − − − WAS
X-linked neutropenia (XLN) + − − − WAS
WIP deficiency + − + + WIP
Coronin 1A deficiency + − + − CORO1A
Leukocyte adhesion deficiency I − + + − ITGB2
Leukocyte adhesion deficiency II − + − − SLC35C1
Leukocyte adhesion deficiency III − + + − FERMT3
Rac2 deficiency − + + − RAC2

[2, 3, 14]. Subsequent reports have given
direct support to this hypothesis in mouse
and zebrafish models of WHIM syndrome
and more recently in a new knock-in mouse
strain with a heterozygous mutation in
CXCR4. These animal models have shown
that CXCR4 mutations associated with
WHIM syndrome lead to leukopenia and
impaired neutrophil motility and recruit-
ment to wounds [9, 10, 15]. The abnor-
mal recruitment of neutrophils accounts
for the recurrence of pyogenic infections in
patients with WHIM syndrome, but does
not explain the high risk of disseminated
HPV infection that is frequently observed
in these subjects.

In many cases, patients with WHIM syn-
drome present lymphopenia and hypogam-
maglobulinemia. In particular, the abso-
lute counts of both T and B cells are
reduced, with a profound reduction in cir-
culating memory B cells that affects both
unswitched (IgD+) and switched (IgD−)
CD19 B lymphocytes [2, 16, 17]. T-cell
lymphopenia is probably due to abnor-
mal motility of these cells between lym-
phoid organs, but is probably also related
to reduced thymic output since circu-
lating T cells have a decreased num-
ber of TCR excision circles [2]. Analy-
sis of B cells and of the immunoglobu-
lin response to antigens, including bacte-
riophage �X174, has revealed oligoclon-
ality of circulating B cells and abnormal
isotype switching, probably due to impair-
ment of B-cell trafficking within LNs [17].
This is in accordance with the analysis of
inguinal LNs in two patients with WHIM
syndrome who had either no or poorly
formed lymphoid follicles and reduced
numbers of plasma cells [18]. Despite the
oligoclonality of the B-cell repertoire in
the peripheral blood of WHIM syndrome
patients, hypogammaglobulinemia is not
a constant feature of WHIM syndrome

since immunoglobulin levels are normal
or slightly reduced in more than half of
the patients [5, 8], suggesting that tissue-
resident B cells contribute to antibody
secretion.

The abnormal motility of both T and
B cells might have a role in the increased
susceptibility of WHIM patients to HPV
infections (Table 1). However, other cells
types, such as plasmacytoid dendritic cells
(pDCs), whose generation and motility
are in part dependent on CXCR4, might
also be involved. In particular, analysis of
this subset has shown a striking defect
in the number of pDCs in the periph-
eral blood of WHIM patients and in skin
biopsies of one WHIM patient [19]. More-
over, the production of type I interferon
by mononuclear cells in response to her-
pesvirus infection was undetectable in
WHIM patients [19]. Given that pDCs are
important for defense against HPV, it is
probable that their depletion contributes
to the susceptibility of WHIM patients to
warts.

Treatments of patients with WHIM
include intravenous immunoglobulin infu-
sions and subcutaneous therapy with G-
CSF, both of which are usually effective
at preventing recurrent bacterial infec-
tions, but do not lend protection against
HPV infection and the associated tumors
of the genitourinary tract [5, 8]. These
limitations might be overcome in the
future by the introduction of the CXCR4
antagonist plerixafor (AMD3100), a drug
that has been approved for hematopoi-
etic stem cell mobilization. Recently, two
phase 1 clinical trials in adult WHIM
patients have shown that plerixafor admin-
istration results in increased leukocyte
counts in the blood of patients with WHIM
syndrome, suggesting its potential use
as treatment for these subjects [16, 20].
Nonetheless, these encouraging results

need to be confirmed in a larger cohort of
patients.

Wiskott–Aldrich syndrome protein
(WASP) associated diseases

Wiskott–Aldrich syndrome protein
(WASP) constitutes the first discovered
member of a family of proteins that
regulate dynamic changes in the actin
cytoskeleton, but is the only member of
this family with expression restricted to
the hematopoietic compartment. WASP
is a cytoplasmic protein that is devoid
of catalytic activity, but serves as a scaf-
fold to convey a variety of signals from
membranes or intracellular proteins to the
cytoskeleton [21]. WASP is usually present
in the cytoplasm in an auto-inhibited form
in which the verprolin homology domain
(known as the VCA domain) located at
the CT binds with a hydrophobic region
within the GTPase-binding domain (GBD)
(Fig. 1A). Following activating signals,
such as triggering of the T-cell receptor,
the Rho family GTPase CDC42 is able to
interact with the WASP GBD, inducing the
transition of WASP to an active form by
releasing the CT from auto-inhibition. This
transition can be activated by phosphoryla-
tion of tyrosine Y291 that is located within
the GBD. Thereafter, the VCA region is
free to bind a complex of actin-related
proteins and recruit monomeric actin
to generate branched actin filaments.
The WASP homology 1 (WH1) domain,
which is located at the amino-terminus,
is not involved in signaling but functions
to stabilize the protein by binding with
WASP interacting protein (WIP) to pre-
vent its degradation by proteases (Fig. 1B)
[22].

Mutations of WASP or of WIP can lead
to four related diseases (classical Wiskott–
Aldrich syndrome (WAS), X-linked
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Figure 1. WAS protein structure and disease mutations. (A) WAS protein is a cytosolic protein that can be present in an auto-inhibited form. In
this form, the VCA binds with a hydrophobic region within the GBD and is stabilized by WIP interaction with the WH1 domain, which is located
at the amino-terminus. (B) WASP becomes active by releasing the CT from auto-inhibition. This process can be activated by phosphorylation of
the tyrosine residue (Y291) located at the hydrophobic pocket of the GBD. Thereafter, the VCA region is free to bind the actin-related proteins
complex and recruit monomeric actin to generate branched actin filaments (C) Mutations in exons 1–3 are usually missense mutations or splicing
alterations that are located in the WH1 domain and lead to the low levels expression of WASP protein and are associated with XLT. The mutations
associated with classical WAS include nonsense mutations, deletions, splicing alterations, and missense mutations outside exons 1–3 and usually
result in either absence of the protein or loss of WASP functional activity. In contrast, XLN patients present mutations that affect the hydrophobic
pocket of the GBD.

thrombocytopenia (XLT), X-linked neu-
tropenia (XLN) and WIP deficiency) that
are characterized by distinct clinical fea-
tures and differences in WASP expression
and function (Table 1 and Fig. 1C). WASP
gene mutations were originally identified
in patients with classical WAS, an X-linked
disorder characterized by congenital mi-
crothrombocytopenia, moderate-to-severe
eczema, and recurrent or severe bacte-
rial infections, especially with encapsu-
lated pathogens. These patients may also
develop autoimmune manifestations and
hematopoietic cell malignancy. Mutations
that are associated with classical WAS
include nonsense mutations, deletions,
splicing alterations, and missense muta-
tions outside exons 1–3 that encode for the
WH1 domain and usually result in either
absence of the protein or loss of WASP
functional activity [23]. XLT is caused
by mutations in the same gene, but the
mutations in this case are usually missense
mutations or splicing alterations that are
located in the WH1 domain and lead to the
expression of WASP protein but at lower
levels [24, 25]. Missense mutations in the
WASP WH1 domain affect its interaction
with WIP and lead to the accelerated
degradation and reduced WASP protein
levels in cells from XLT patients, although
the mutant protein retains the capacity
to support actin polymerization [24]. XLT

patients usually present only bleeding and
microthrombocytopenia, but not recur-
rent infections, suggesting that generation
of platelets is strictly dependent on WASP
expression. Recently, Lanzi et al. [26] have
reported on a patient with WIP deficiency
and hence reduced WASP protein levels
because of increased WASP degradation,
whose clinical manifestations are par-
tially reminiscent of WAS. XLN has been
observed in a limited number of patients
who present mutations that affect the
hydrophobic pocket of the GBD required
for VCA binding in the auto-inhibited form
of WASP where the tyrosine residue 291
is located (Fig. 1) [27, 28]. These muta-
tions confer constitutive WASP activation
and promote diffuse actin polymeriza-
tion instead of localized actin filaments at
the plasma membrane, resulting in mito-
sis defects and apoptosis that ultimately
lead to myelodysplasia and neutropenia
[29].

Adaptive and innate immunity defects
in WAS patients
Patients with WAS may display a num-
ber of immunological defects, including
lymphopenia with preferential reduction
of näıve T-cell numbers, poor antibody
response to antigens, defective immuno-
logical synapse formation, and impaired
migration of monocytes, macrophages,

lymphocytes, and dendritic cells (DCs).
In particular, cells of the myeloid lineage
such as monocytes, macrophages, DCs,
and osteoclasts from WAS patients display
major defects in the formation of actin-rich
microfilament bundles such as podosomes,
impaired adhesion, and directional migra-
tion in response to CCL2, CCL3, fMLP,
and CSF-1 or to the CCR7 ligands CCL19
and CCL21 [30–34]. Indeed, DC homing
to T-cell zones of lymphoid organs and
type I interferon production are impaired
in Wasp-deficient mice [35–37]. Delayed
migration of DCs and Langerhans cells
from skin to LNs might lead to ectopic
maturation of DCs in peripheral tissues
resulting in increased inflammation of tis-
sues, such the eczema observed in some
WAS patients [21]. Although neutropenia
is not common in WASP patients, neu-
trophil migration is also abnormal. In fact,
WASP deficiency leads to global defects
in directed leukocyte migration in vitro
and in vivo [38, 39] as WASP regulates
the reorganization of CD11b integrin at
the uropod, which is critical for maintain-
ing neutrophil polarity during migration
[40].

Because WASP deficiency leads to
abnormal actin filament formation in
response to TCR stimulation, T cells from
WASP-deficient patients show impaired
immunological synapse formation and
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Figure 2. Leukocyte migration and LAD
defects. Leukocyte migration to tissues con-
stitutes a multistep process (top) consisting
of capture, rolling activation, adhesion, and
transmigration. Leukocyte rolling requires the
expression of Sialyl Lewis X and other fucosy-
lated selectin ligands that are not synthesized
in LAD II patients. In the following step, inte-
grins need to be activated, resulting in adhe-
sion and transendothelial migration. Expres-
sion of beta2 integrins is impaired in LAD I,
while integrin activation is defective in LAD III,
resulting in abnormal adhesion and chemo-
taxis. Symptoms associated to LAD are sum-
marized on the right. Typical symptoms asso-
ciated to LAD II or LAD III are typed in bold.

polarized cytokine secretion. Moreover,
WASP-deficient T cells migrate poorly
in response to the T-cell chemoattrac-
tants CXCL12 and CXCL19 that might
account for their abnormal homing to lym-
phoid organs after adoptive transfer in
mice [38, 41]. Interestingly, T cells from
one WIP-deficient patient also showed
reduced chemotaxis, probably related to
the decreased levels of WASP protein [26].
Impaired B-cell migration in response to
sphingosine 1 phosphate might account for
abnormal homeostasis of B cells and sec-
ondarily for the poor response to encap-
sulated bacteria in WAS patients [42,
43]. Mice lacking WASP and the neu-
ronal Wiskott-Aldrich syndrome protein
in B cells showed an even more pro-
nounced defect in B-cell migration [44].
Finally, the observation that carriers from
X-linked WAS patients display nonrandom

X-chromosome inactivation of CD34+ cells
has been linked to a possible migration
impairment of Wasp-deficient stem cells
from fetal liver to bone marrow [45],
although this hypothesis is challenged by
other findings [42].

Impaired leukocyte adhesion and
migration in CD18-deficient patients

LAD I constitutes the first defect of leuko-
cyte trafficking and was identified about
30 years ago [46]. It is inherited as an
autosomal recessive disorder due to muta-
tions in the gene ITGB2 encoding the
common beta-chain of the beta2 integrin
family (CD18). CD18 can form three het-
erodimers by binding with the alpha sub-
units CD11a, CD11b, or CD11c, but the
absence or abnormal synthesis of CD18
prevents cell surface expression of CD11
subunits as well. Most of the mutations
of ITGB2 lead to the absence or reduced
expression of CD18 on the cell surface
as measured by flow cytometry [47]. In
the most severe form of the disease, less
than 2% of cells express CD18, while in
the moderate form, the expression ranges
between 2 and 30%, which usually cor-
relates with a lower number of infec-
tions [48]. Expression of the CD11/CD18
complex on the surface of leukocytes
is required for many leukocyte activities
including phagocytosis and cell-mediated
cytotoxicity, but is especially needed for
adhesion and transendothelial migration
(Fig. 2). In particular, each one of the beta2
integrins binds one or more members of
ICAM family in the firm adhesion of leuko-
cytes to vascular endothelium [49]. In LAD
I patients, leukocyte firm adhesion to the
endothelium is defective and their migra-
tion to infected tissues is severely impaired
[47, 50]. The adhesion defect accounts
for the increased risk of bacterial infec-
tions localized to skin and mucosal sur-
faces without pus formation and for the
high frequency of omphalitis and delayed
separation of umbilical cord that usu-
ally are the first manifestation of the dis-
ease. Periodontitis and gingivitis are com-
monly observed in the second decade of
life.

The disease is usually suspected in
patients who present with moderate neu-
trophilia in the absence of overt infection
and marked granulocytosis (PMN counts
above 100 000/mL) during acute infection
[47, 48]. Hematopoietic stem cell trans-
plantation constitutes the only cure for
patients with severe LAD I [51], while

patients with residual CD18 expression can
survive without HCST.

Disorders of protein glycosylation or
integrin activation lead to leukocyte
adhesion deficiency type II and III

LAD II is a rare form of leukocyte defi-
ciency that is caused by a defect of fucose
metabolism and is also known as con-
genital disorder of glycosylation type IIc.
It is an autosomal recessive condition
caused by mutations of the SLC35C1 gene
that encodes for a GDP-fucose transporter
protein localized to the Golgi apparatus
[52, 53]. Given that GDP-fucose trans-
porter protein is required for the transport
of GDP-fucose from the cytosol into the
lumen of the Golgi, mutations of the gene
leading to improper location or defective
function prevent the incorporation of fuco-
syl residues in glycoproteins. Sialyl Lewis
X and other fucosylated selectin ligands
that are required in the rolling phase of
adhesion cannot be synthesized in LAD II
patients, leading to a defect in leukocyte
rolling (Fig. 1), while firm adhesion is par-
tially conserved [54–56]. Similar to LAD I
patients, subjects with LAD II also present
neutrophilia and gingivitis, but they also
develop severe psychomotor and growth
retardation [57]. Because of the general
defect of fucose incorporation in the H anti-
gen, LAD II patients present the Bombay
blood group [54].

LAD III, originally described as LAD
I variant, is an autosomal recessive dis-
order caused by mutations of FERMT3
gene that encodes for kindlin-3, a protein
expressed by hematopoietic cells that is
required for integrin activation that affects
both leukocytes and platelets [58, 59].
Despite normal expression of beta2 inte-
grin, leukocytes from LAD III patients dis-
play abnormal adhesion and migration
in response to chemoattractants leading
to an immune defect similar to LAD I
(Fig. 2) [60, 61]. Patients with LAD III
present with neutrophilia and increased
susceptibility to bacterial infections as
observed in LAD I patients, but they also
present bleeding tendency. This symp-
tom is related to platelet defects of LAD
III patients. In platelets of patients with
kindlin-3 deficiency, beta 3 integrin activa-
tion is also impaired, resulting in abnormal
platelet aggregation and abnormal func-
tion. Impaired functioning of integrins in
these patients also affects osteoclast func-
tions in bone resorption and can occasion-
ally result in manifestations resembling
osteoporosis [62,63].
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Concluding remarks

As highlighted in this Viewpoint with
selected examples, leukocyte trafficking
can be altered at different levels in
primary immunodeficiencies. Leukocyte
adhesion deficiencies (including LAD I,
II, and III) are characterized by a gen-
eral defect in leukocyte rolling, adhesion,
and/or transendothelial migration lead-
ing to leukocytosis and to poor inflamma-
tory responses against microbial infections
of the skin. In contrast, in patients with
truncating mutations of CXCR4, abnor-
mal functioning of this chemokine receptor
leads to reduced release of mature neu-
trophils from bone marrow and to neu-
tropenia with myelokathexis (neutrophil
retention in the bone marrow). Finally,
patients with disorders related to the
Wiskott–Aldrich syndrome protein present
a broad array of immunologic defects that
affect innate and adaptive immunity as
a consequence of defects in actin poly-
merization, a step crucial for chemotactic
responses.

Understanding the molecular basis of
the primary immunodeficiencies that are
characterized by abnormal trafficking will
have an impact on the identification of
novel therapeutic strategies for these rare
diseases and might provide new phar-
maceutical tools for the treatment of
more common immune-mediated disor-
ders, including autoimmune diseases and
allergy.
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and myelokathexis · WIP: WASP interacting
protein · XLN: X-linked neutropenia · XLT: X-
linked thrombocytopenia

See accompanying Viewpoint:
http://dx.doi.org/10.1002/eji.201243183

The complete Cells in Motion Viewpoint
series is available at:
http://onlinelibrary.wiley.com/doi/10.
1002/eji.v43.6/issuetoc
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