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A B S T R A C T

This study presents the use of Artificial Intelligence (AI) to predict the dynamic behaviour of fine-grained soils of 
South Italy based on a detailed laboratory investigation. The investigation consists of Resonant Column (RC), 
Cyclic Torsional Shear (CTS), and Cyclic Triaxial (CTx) tests performed on 25 specimens of fine-grained soils 
retrieved from 11 sites in Sicily (South Italy). To develop accurate predictive models of soil dynamic properties, 
essential for site response analyses and dynamic soil-structure interaction, various regression techniques were 
applied. These techniques range from Multiple Linear Regression (MLR) to more complex AI methods, specif
ically Machine Learning (ML) and Deep Learning (DL) based on FeedForward Neural networks (FFN). Three 
predictive models were developed to derive strain-dependent shear modulus (G), damping ratio (D), and 
normalized shear modulus (G/G0), using four inputs: shear strain (γ), plasticity index (PI), confining pressure 
(p’0), and the Over Consolidation Ratio (OCR). To determine the optimal FFN topology, 1350 networks were 
developed by varying hidden layers (1–3), hidden neurons (1–50 per layer), and activation functions (ReLU, 
sigmoid and hyperbolic tangent). Hybrid FFN optimised through Genetic Algorithm and Particle Swarm Opti
mization techniques were also investigated. Single-hidden layer networks with fewer than 15 neurons provided 
acceptable predictions (R2

test of 0.97 for G-γ, 0.93 for G/G0-γ, and 0.85 for D-γ models). Multiple-hidden layer 
networks yielded higher accuracy for G and D models but are more complex for practical use. The FFN models 
outperformed MLR and other established empirical formulations, highlighting the site-specificity of the 
modelling parameters of the latter.

1. Introduction

Dynamic properties of soils, i.e., the shear modulus G and the 
damping ratio D, play a key role in the response of structures subjected 
to time-varying loads, deriving from earthquakes or vibrations (e.g., 
traffic-induced): it deals with strain-dependent characteristics that 
change with the level of induced strain γ. According to seismic stan
dards, such as Eurocode 8 [1] or NTC-18 [2], the design of structures to 
support seismic loads is done through the linear static analysis, con
sisting in the application of horizontal forces, whose amplitude depends 
on the site amplification (given by the local stratigraphy and topology) 
[3–5]. To this aim, site response analysis, commonly requiring the 
knowledge of the dynamic properties, is therefore relevant [6–10]. Also, 
the stress-strain response of structures subjected to dynamic loads is 
affected by the foundation soil and its dynamic properties. To this end, 

studies of soil-structure interaction are commonly conducted, e.g., 
through finite element numerical modelling where the strain-dependent 
properties of the soil are fundamental [11–15]. Recently, several ex
amples of performed-based design (probabilistic approach) accounting 
for the dynamic properties of soils have been shown by literature 
[16–18].

The determination of the dynamic properties of soils presents a 
myriad of challenges, due to a complex stress-strain behaviour. 
Depending on the strain range to be captured, specific tests are tradi
tionally conducted. Small-strain dynamic properties can be derived from 
laboratory tests, such as Resonant Column Test (RC), Cyclic Torsional 
Test (CTS) and Cyclic Triaxial Test (CTx), or from field tests, such as 
MASW (Multichannel Analysis of Surface Waves) and SASW (Spectral 
Analysis of Surface Waves). The latter allow us to derive the small-strain 
shear modulus from the measurement of the shear wave velocity Vs or 
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the damping ratio from the analysis of the spatial attenuation of Ray
leigh surface waves [19,20]. Medium-to large-strain properties are 
mainly derived from laboratory tests [21,22]; several attempts have 
been done to derive them even from field tests, but only few large strain 
levels have been investigated [23]. Clearly, results of fields tests are 
more likely to be representative of true soil behaviour, while the dy
namic soil properties derived at laboratory could misrepresent the re
ality due to sampling disturbance and laboratory difficulties in 
replicating field conditions (anisotropic stress states or scale effects, the 
latter affecting the behaviour of heterogeneous soils).

Many research studies have showed the results of the above 
mentioned experimental tests performed on different soils. The main 
evidence is that there are several key parameters depending on the soil 
type that affect both the amplitude and the shape of G-γ and D-γ curves: 
the relative density or the coefficient of uniformity for coarse-grained 
soils [24–26], the plasticity index PI and the over consolidation ratio 
OCR for fine-grained soils [21,27–31]. Then, the dynamic behaviour of 
all the soil type changes also with the confining pressure p’0, the loading 
frequency and the number of loading cycles [32,33]. More recently, the 
effects of temperature, aging or the water content have been investi
gated [34–36].

Stress-strain behaviour of soils under dynamic loads is complex and 
its analysis through field and laboratory measurements is often expen
sive and time-consuming [37]. Researchers derive empirical formula
tions to extend available experimental results to other applications. 
Hardin and Drnevich [38] modelled the G decay through hyperbolic 
relationship, with specific modelling parameters whose values change 
depending on the soil type, later improved by other studies [29,32,
39–41]. D-curves has been typically modelled as a function of G/G0 and 
other soil-dependent parameters. Further, there are formulations, 
different from the hyperbolic one, coming from extensive regression 
techniques applied on the results of laboratory tests [42]. In all cases, 
modelling parameters need to be calibrated on experimental results 
because they are site-specific [43–46].

Despite of the calibration of the modelling parameters, empirical 
models could not provide good fit of the experimental results. As an 
example, Dammala et al. [44] found better accuracy by adopting 
Darendeli’s formulation [40] (coefficient of correlation R2 around 96 % 
for the normalized shear modulus, 82 % for the damping ratio), rather 

than the ones provided by Ishibashi and Zhang [32] or Seed and Idriss 
[39], which underestimate the modulus degradation. For this reason, 
such models should be carefully applied on studies of site effects or 
soil-structure interaction to obtain reliable results. Yılmaz and Zehtab 
[47] demonstrated that amplification derived by performing an 
equivalent-linear site response analysis with strain-modulus-damping 
relationships proposed by literature underestimates the site amplifica
tion factors. This means that accuracy of modelling of the soil dynamic 
properties is still a challenging issue mainly because of the complexity of 
the soil behaviour [36].

Among the data-driven methods to derive predictive models, Artifi
cial intelligence (AI) is demonstrating potential in enhancing the ability 
to interpret and extrapolate from existing data. AI techniques, including 
Machine Learning (ML) and Deep Learning (DL), offer the potential to 
identify patterns and relationships in large, multidimensional datasets 
that may not be apparent through traditional analytical approaches. AI 
has emerged as a powerful tool in various fields of engineering, and 
geotechnical earthquake engineering is no exception [48,49]. In recent 
years, it has been increasingly applied to address complex geotechnical 
problems; notable examples include the use of artificial neural networks 
(ANNs) for predicting soil properties, support vector machines (SVMs) 
for soil classification, and genetic algorithms (GAs) for optimization of 
geotechnical designs [36,50–59]. The application of AI in geotechnical 
engineering leverages the abundance of data generated from laboratory 
tests, field measurements, and numerical simulations. However, it is 
crucial to note that the effectiveness of AI methods is intrinsically linked 
to the quality and representativeness of the underlying data.

This study presents the dynamic characterisation of fine-grained soils 
from Sicily (South Italy) based on RC, CTS and CTx tests. Regression 
analysis using ML and DL algorithms is then applied to 70 % of the 
experimental dataset to derive models for predicting the values of G, G/ 
G0 and D, based on strain level, PI, OCR and p’0 - all inputs derived from 
traditional geotechnical characterisation preceding the definition of the 
geotechnical model. The aim is to demonstrate how the use of artificial 
intelligence can yield models for predicting dynamic properties that may 
perform better than existing empirical models. Furthermore, it examines 
whether model complexity is synonymous with accuracy, with a focus 
on developing models that are both accurate and easily useable by 
practitioners. Additionally, it highlights the need for a very extensive 

Fig. 1. Location of 11 boreholes where the 25 specimens were retrieved.
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database to develop models with broader applicability. Section 2 de
scribes the database preparation, including the classification and dy
namic characterisation of the fine-grained soils involved. Section 3

explains the regression techniques adopted and their application to the 
developed dataset. Section 4 details the development of ANN models, 
including the identification of the best topologies and activation 

Fig. 2. Particle size distribution of the specimens.

Fig. 3. Casagrande chart. The A-line separates clays (C) from silts (M), while the value of the liquid limit wL of 50 % separates fine-grained soils with low plasticity 
(L) from those with high plasticity (H).
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functions. The performance of ANN models is then compared with that 
of simple regression techniques as well as the one of existing and well- 
established empirical formulation. Finally, Section 5 discusses the re
sults, highlighting the need for model calibration and the potential of ML 
techniques to provide accurate predictions of soil dynamic properties.

2. Database of the laboratory testing

Laboratory tests were carried out for seismic microzonation pur
poses. The database includes the experimental results obtained from 25 
specimens retrieved from 11 sites in Sicily. The positions of the bore
holes are shown in Fig. 1. Undisturbed specimens were received at the 
Soil Dynamics and Geotechnical Engineering Laboratory of the Uni
versity KORE of Enna in cylindrical sampling tubes (diameter 8 cm, 50 

Table 1 
Summary of borehole locations, number of specimens retrieved per borehole, sampling depth, plasticity index, and tests performed.

Location No. Of specimens retrieved Specimen label Depth (m) PI (%) USCS classification Tests performed

Augusta - Esso 3 S1C1 4.5–5 33.98 CH RC, CTS
S1C2 13–13.5 29.12 CH RC, CTS, CTx
S2C1 11.4–11.9 36.52 CH RC,CTS

Augusta - SASOL 2 S1C1 2.00–2.50 29.46 MH RC,CTS
S1C3 18–18.5 31.13 MH RC,CTS

Olivo dam 1 SV313 28.00–28.40 40.30 CH RC
Pietrarossa dam 4 SV0CI7 24.00–24.50 31.96 CH CTx

SV1CI4 18.50–19.00 16.44 ML CTx
SV1CI7 36.00–36.50 23.08 CL CTx
SV2CI6 22.50–23.00 26.83 CH CTx

Scanzano dam 2 S1C2 8–8.5 19.48 MH CTx
S2C2 7.3–7.8 14.83 ML RC

Eurospin 1 S1C2 15.00–15.50 27.66 CH RC,CTS
KORE new buildings 1 S1C2 6.00–6.20 33.47 MH RC
Oliveri (ME) 2 SA1C1 20–20.5 10.08 CL RC

SA11C3 10–10.5 11.20 CL RC
Sigonella 3 S1CI3 17.50–18.00 13.37 ML RC,CTS

S1CI4 25.50–26.00 11.81 ML RC,CTS
S3bCI1 2.70–3.20 19.43 ML RC,CTS

INGV Catania 4 S1C1 4.00–4.50 – – RC
S2C3 14.00–14.50 – – RC
S2C5 72.00–72.50 – – RC
S3C1 5.50–5.90 – – RC

Catania port 2 S06-SPT - FC2 35–35.5 15.1 CL RC
S06-SPT - FC4 46.4–46.9 15.1 CL RC

Fig. 4. Devices available at the Soil Dynamics and Geotechnical Engineering Laboratory of the University KORE of Enna (Italy) for a) dynamic (combined RC-CTS); 
and b) cyclic tests (CTx).
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cm long), maintaining their original moisture content. Upon receipt, the 
samples were verified to be intact and properly sealed. To preserve their 
in-situ characteristics, the specimens were stored under controlled 
environmental conditions at a constant temperature of 22 ◦C prior to 
testing.

As a first step, samples were opened and qualitatively recognised 
(ASTM D2487; ASTM D2488). The soil type was then properly identified 
through standard soil classification tests, such as sieve analysis (ASTM 
D421; ASTM D422; ASTM D2217) and Atterberg’s limits (ASTM 
D4318). RC, CTS and CTx tests were performed to determine the dy
namic properties of each specimen, following specific standards (ASTM 
D4015; ASTM D3999; ASTM D5311).

2.1. Soil classification

The ASTM D2487 standard (Unified Soil Classification System, 
USCS) was followed to determine the soil type through “classification”, 
based on the results of sieve analysis and Atterberg’s limits. Sieve 
analysis was conducted using a set of standard sieves to derive the 
particle size distribution, plotted as the percentage of mass passing each 
sieve versus particle size. Atterberg’s limits involved evaluating the 
liquid and plastic limits (wL and wP, respectively). The Plasticity Index PI 
was derived as wL - wP. Atterberg’s limits and PI were used to classify the 
mass passing the No. 200 sieve (when greater than 12 %) using the 
Casagrande chart, where pairs of wL and PI were plotted.

The particle size distribution of the analysed specimens is shown in 
Fig. 2. The average particle size, represented by d50, (i.e., the diameter of 
the soil passing at 50 %), is smaller than 0.075 mm, typical of fine- 
grained soils (silts and clays). The Casagrande chart in Fig. 3 shows 
that almost all points lie on the A-line, separating clays (C) from silts 
(M), suggesting no particular type of fine-grained soils among the 
specimens.

Table 1 summarises the borehole locations, the number of specimens 
retrieved, the depth, PI and the tests performed, which are described in 
the next Section.

2.2. RC, CTS and TXC: a brief overview of the dynamic and cyclic tests

Stress-controlled RC and CTS tests, and strain-controlled CTx tests 
were performed through the devices shown in Fig. 4. RC and CTS tests 
were conducted using a combined apparatus, while CTx tests were 
performed through a Triaxial cell equipped to apply cyclic loads. RC and 
CTS tests are useful for analysing small to medium strain properties, 
while CTx tests provide valuable insights into large strain behaviour. 

The combination of data from the three tests allows for a comprehensive 
dynamic characterisation of the fine-grained soils across various strain 
levels and loading conditions.

The combined RC-CTS apparatus includes a torsional motor (elec
tromagnetic driving system) which applies a cyclic torque following a 
sinusoidal function. The amplitude of the sine wave is expressed in volts 
and controlled through a specific sine wave generator. The frequency of 
the sine function is constant in CTS, while in RC tests it is varied until the 
resonant frequency of the specimen is reached. Since the dynamic 
behaviour of soil is frequency-dependent, the selection of the frequency 
in CTS tests is crucial: to maintain consistency with typical earthquake 
loading rates, the frequency of 0.5 Hz is chosen. In CTx tests, the cyclic 
load is applied axially through a contrast equipped with an electro- 
pneumatic system. Before applying the cyclic load, all tests follow an 
initial phase consisting of: i) back-pressure application, preventing the 
swelling of the specimen; ii) saturation of the specimen, ending when 
the B-Skempton parameter is at least to 0.95; iii) application of the 
confining pressure through the cell water. Each specimen is subjected to 
a confining pressure equal to the effective isotropic stress at the sam
pling depth. During the application of the cyclic load, all the tests are 
performed with closed drainage, so that the undrained conditions are 
reproduced, similar to what happens during earthquakes.

The evaluation of G and D varying with the strain level γ is based on 
the response of the specimen, which is measured through sensors 
installed at the top cap. In RC tests, position sensors detect the rotation 
of the head of the electromagnetic motor; the measured rotation is 
plotted against the frequency of the applied torque, which is changed 
linearly until resonance is observed. The resonant frequency f0 is taken 
as the one establishing the maximum rotation. From f0, solving the 
equations of one-dimensional wave propagation problem with regard to 
angular deformation, the shear wave velocity Vs can be evaluated, and 
therefore the shear modulus: 

Vs =2πL
f0

FT
(1a) 

G= ρVs
2 (1b) 

where L is the specimen length, FT a dimensionless frequency factor 
(function of the ratio between the polar mass moment of inertia of the 
top platen and the one of the soil specimen) and ρ the soil density. This 
solution assumes the soil behaviour as linear elastic, true for small 
strains. The specimen is then excited with a signal having a frequency 
equal to or near the resonant frequency. After a certain period, the 

Fig. 5. Typical results from RC-CTS and CTx tests. a) Illustration of resonant frequency detection and the free decay at the resonant frequency in RC tests; b) 
hysteresis loop and derivation of the shear modulus (G) and damping ratio (D). Note that in CTx, similar loops are measured with the axial strain (εa) on the x-axis and 
the deviatoric stress (q) on the y-axis.
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specimen is left free to oscillate, and the free decay method is applied to 
evaluate damping. Fig. 5a shows how the resonant frequency is detected 
and an example of free decay. In both CTS and CTx, stress excitation is 
plotted against the strain response, usually deriving ellipses. For CTS, 
shear stress-shear strain (τ-γ) is plotted, while for CTx the deviatoric 

stress (q) is plotted against the axial strain (εa). The shear modulus and 
the damping ratio are derived from the ellipses, respectively though the 
secant line and the areas indicated in Fig. 5b.

2.3. Dynamic properties of the specimens investigated

Dynamic tests were conducted on cylindrical specimens with a 
diameter of 50 mm and height of 100 mm in RC-CTS, and a diameter of 
70 mm and height of 140 mm in CTx. Following the procedures of data 
elaboration described in Section 2.2, 25 G-γ and D-γ curves were ob
tained. Only from RC and CTS results, curves of normalized shear 
modulus G/G0 were computed by dividing G with respect to the small- 
strain shear modulus G0. The latter cannot be captured by CTx mea
surements, which involve large strains. The results derived from 4 
specimens retrieved from Pietrarossa dam and 1 specimen retrieved 
from Scanzano dam, where only CTx tests were conducted, are therefore 
used only for analyses in terms of G-γ and D-γ. Fig. 6 shows the G/G0-γ 
and D-γ curves varying with PI, while Fig. 7 shows the same curves 
varying with p’0.

The results are approximatively in line with the literature: at a given 
shear strain γ and with increasing PI, the normalized shear modulus 
increases, while damping decreases [21,27,28]. Specifically, damping 
decreases by increasing PI except in cases with PI<15 %. Regarding the 
relationship with p’0, a direct proportionality should be seen with G/G0 
curves, while indirect proportionality with D [32,33]. This evidence 
from literature is more clearly observed in this experimentation in terms 
of D, while for G/G0 it appears not to be so well-standardised.

3. Modelling of the experimental results based on regression 
techniques

3.1. Preliminary statistical analysis of the database

To predict the dynamic properties of fine-grained soils having similar 
characteristics of the ones analysed, models for G-γ, D-γ and G/G0-γ 
curves can be derived using regression techniques. As common in 
regression analyses, a relationship between given inputs and target 
outputs must be established. In this case, the target outputs to predict 
were the experimental G, D and G/G0 values (461 data points for G and 
D, 381 data points for G/G0 because CTx results were not considered due 
to missing small-strain G0); the inputs were: the shear strain γ related to 
each point of the experimental curves, PI, p’0 (evaluated at the depths 
indicated in Table 1), and OCR. The latter is an increasing factor for G 
and G/G0, although it is sometimes considered a secondary effect [46]. 
Even for D, OCR was considered as input for a uniform development of 

Fig. 6. Strain-dependent normalized shear modulus (G/G0) and damping ratio 
(D) varying with the plasticity index PI.

Fig. 7. Strain-dependent normalized shear modulus (G/G0) and damping ratio 
(D) varying with the confining pressure (p’0).

Fig. 8. Pearson correlation coefficients between the four input variables.
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models, based on the same number of inputs. Since OCR had not been 
determined experimentally, we adopted the empirical formulation by 
Kootahi and Mayne [60] which allows for its estimation based on the 
index properties and the geostatic stress state. The latter formulation is 
briefly summarised in Appendix A.

Preliminary to model development, the Pearson correlation matrix 
was computed to check the potential correlation among inputs accord
ing to the reported correlation coefficients (Fig. 8). According to 
Mohamad et al. [61], weak correlation (correlation coefficient 0.1 ÷
0.2) is observed between PI and p’0, while a moderate correlation 
(correlation coefficient 0.2 ÷ 0.5) is noticed between OCR and p’0. This 
is reasonable because OCR depends on p’0. All the other inputs are not 
correlated with one another (correlation coefficient <0.1). Therefore, 
keeping the four inputs is a reasonable choice.

A statistical analysis of the dataset was then conducted by evaluating 
the minimum, maximum, median, and the first and third quartiles (i.e., 
25th and 75th percentiles), for inputs and outputs (Table 2). The 
developed models will be considered valid within the ranges indicated. 
Boxplots representing the statistical results are also illustrated in Fig. 9. 
These show that data are non-normally distributed because the distri
bution around the median value is rarely symmetric; this qualitative 
observation was confirmed by performing the Anderson–Darling test. In 
such case, dataset normalisation is useful to improve convergency and 
prediction accuracy. It was done as: 

Inorm =
Ii − Imin

Imax − Imin
(2) 

where Ii and Inorm indicate the raw dataset and the normalized one, 
respectively, while Imin and Imax are the extreme values of the dataset 
reported in Table 2. The database was finally partitioned into training 

and test dataset. The former was used to develop the model, while the 
latter was used to test and validate the developed model. A training/test 
ratio of 70:30 was used in agreement with other studies on similar topic 
[56–59].

3.2. Regression analysis techniques: a brief overview

Several techniques of regression analysis were adopted. They consist 
of finding a relationship between two or more independent variables 
(input) and the quantitative dependent variable (output). As mentioned 
above, we considered four inputs (γ, PI, p’0 and OCR) and from them, 
three different models were independently developed, to predict G, D 
and G/G0, respectively, considered separately as single outputs. The first 
regression technique adopted was the Multiple Linear Regression (MLR), 
based on a straight line relating inputs to the output: 

O1,MLR = b0 +
∑4

i=1
biIi (3) 

where Ii and bi are the ith input and weight assign to the input, respec
tively, while b0 is the bias. The MLR technique was expected to be too 
simple to capture the non-linearity of the output data and provide ac
curate results [54,62]. Therefore, regression based on ML and DL tech
niques was adopted to analyse if/how much the prediction accuracy of 
the dataset was improved through models that are more complex from a 
mathematical point of view. Among the existing ML/DL techniques, 
FeedForward Neural Network (FFN) was adopted. It is based on a 
network having a layered structure, made up of input, hidden and 
output layers. Input and output layers are made up of “nodes”, while 
hidden layers are made up of “hidden neurons”. The number of input 
and output nodes is defined a priori (in this study, four and one, 
respectively), while the topology of the hidden layers, i.e., their number 
and the number of hidden neurons per hidden layer, can be more or less 
complex depending on the complexity of the dataset to be predicted. In 
the following, the fundamental equations governing FFN models are 
provided. Single-hidden layer networks are referred to as ML technique, 
while multiple-hidden layer networks belong to DL techniques, due to 
the greater network complexity. Generally, the output of the jth neuron 
belonging to the kth hidden layer zj,k is evaluated as linear combination: 

zj,k =
∑nk-1

i=1
wjk,i • f

(
zi,k-1

)
+ bj,k (4) 

zi,k-1 is the output provided by the ith neuron of the previous hidden 
layer (the k-1 one), the latter having nk-1 hidden neurons; wjk,i is the 
weight associated to zi,k-1, and bj,k is the bias given by the jth neuron. F is 
an activation function, whose meaning will be discussed in the 
following. For the 1st hidden layer (k = 1), weights are associated 
directly to the four inputs and no activation function is applied. In other 
words, zj,1 is evaluated as: 

zj,1 =
∑4

i=1
wj1,i • Ii + bj,1 (5) 

Finally, supposing a n-hidden layer network, the single FFN output 
O1,FFN is given by: 

O1,FFN =
∑nn

j=1
W1,j • f

(
zj,n
)
+ B (6) 

where nn is the number of hidden neurons of the nth hidden layer, zj,n is 
the related output, and W1,j and B are the weight and bias assigned by 
the single neuron output to zj,n. In turn, zj,n is related to the output of the 
previous hidden layers. Fig. 10 shows two examples of a single-hidden 
layer network (i.e., a network with the simplest structure) (Fig. 10a) 
and two-hidden layer network (Fig. 10b). The development of the 
network involves finding weights and biases that minimize the error 

Table 2 
Statistics of the input features and output.

Input feature/output Min Max Median 25th perc 75th perc

Shear strain γ (%) 3.90e-04 1.80 0.05 0.01 0.20
p’0 (kPa) 60.00 550.00 270.00 170.00 350.00
PI (%) 10.08 46.00 27.66 16.44 31.96
OCR (− ) 1.37 10.60 1.59 1.51 1.70
G (MPa) 1.00 94.78 19.00 8.38 31.40
D (%) 0.04 34.17 6.63 3.85 10.15
G/G0 (− ) 0.11 1.00 0.64 0.23 0.84

Fig. 9. Boxplots summarising the statistics of the input variables.
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between the network’s predictions and the target values. The training 
algorithm used is Levenberg-Marquardt, which, for the first step, con
siders weights initialized with the Glorot function (the default for the 
fitrnet function in MATLAB).

Eqs. (4)–(6) are not exactly a linear combination of the outputs: 
thanks to the activation function f, nonlinearity is introduced to the 
network, allowing it to capture even complex data patterns. Three 
activation functions are tested: i) Rectified Linear Unit (ReLU); ii) Sig
moid; iii) hyperbolic tangent (Tanh) whose trends are shown in Fig. 11.

The network topology providing the best performance was not 
known a priori. We varied the number of hidden layers from 1 to 3 (1 is 
for ML model; 2 and 3 for DL models), and the number of hidden neurons 
per layer from 1 to 50. To simplify the model development, we 
considered the same number of hidden neurons within each layer of 
multi-hidden layer models (e.g., for the three hidden layers 1-1-1, 2-2-2, 
…50-50-50). For each dynamic property, 150 models per activation 

function were realised; considering the three dynamic properties and the 
three tested activation functions, a total number of 1350 models were 
developed.

3.3. Development of hybrid FFN using Particle Swarm Optimization and 
genetic algorithm techniques

Hybrid FFNs were developed with weights and biases initialized 
using Particle Swarm Optimization (PSO) and Genetic Algorithms (GA) 
independently. PSO is designed to quickly identify effective starting 
points for training a neural network by simulating a swarm of particles 
searching for optimal solutions. Each particle represents a potential set 
of weights and biases and is evaluated based on its ability to predict 
target values. Performance is measured using a fitness function, such as 
Mean Squared Error (MSE). The adjustment of weights and biases is 
influenced by two key factors: the best position found by the individual 

Fig. 10. Examples of a 4-input and 1-output FFN with a) one hidden layer; b) two hidden layers.
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particle (i.e., its most effective set of weights and biases) and the best 
position found by the entire swarm (i.e., the most effective set of weights 
and biases discovered by any particle in the swarm). Particles move 
through the weight and bias space, converging on optimal or near- 
optimal solutions by adjusting their positions based on both personal 
experience and collective knowledge. This iterative process enhances 
convergence speed during training and reduces the likelihood of being 
trapped in local minima. A detailed description of the PSO algorithm can 
be found in Refs. [63–65].

In parallel, Genetic Algorithms (GA) were employed as an alternative 
method for initializing weights and biases. Inspired by evolution and 
natural selection principles, GA begins with a randomly generated 
population of candidate solutions, representing initial weights and bia
ses. The algorithm then iterates through processes of selection, cross
over, and mutation. Selection favors individuals with higher fitness 
scores, representing better solutions. Pairs of selected individuals are 
recombined through crossover, producing offspring with mixed char
acteristics. Mutation introduces small random changes to some in
dividuals, maintaining population diversity and allowing exploration of 
a broader search space. These processes collectively improve the quality 
of weights and biases over time. The GA approach is described in detail 
in literature [66,67].

By using both PSO and GA for initialization independently, we aimed 

Fig. 11. Activation functions: ReLU, sigmoid and hyperbolic tangent (Tanh).

Fig. 12. Development of G-γ model. Coefficient of correlation R2 and Mean Squared Error MSE derived with a) single-, b) two-, and c) three-hidden layer network and 
number of neurons per hidden layer varying 1 ÷ 50.
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to compare the effectiveness of these algorithms in providing high- 
quality starting points for FFN training. In MATLAB, the functions “ga” 
and “particleswarm” from the Global Optimization Toolbox were utilized 
for these optimization procedures. Subsequently, the hybrid FFN 
regression was conducted using the “feedforwardnet” function from the 
Deep Learning Toolbox, with user-defined initial weights and biases 
derived from these optimization methods.

3.4. Metrics for performance evaluation

By changing the FFN topology, as well as the activation function, the 
network performance will differ. We are interested in finding the best 
configuration, in terms of number of hidden layers, number of neurons 
per hidden layer, and activation function, providing the greatest accu
racy. Accuracy is evaluated through the coefficient of correlation R2 and 
the Mean Squared Error MSE, defined as: 

R2 =1-

∑N

i=1
(ei − pi)

2

∑N

i=1
(ei − e)2

(7a) 

MSE=

∑N

i=1
(ei − pi)

2

N
(7b) 

where ei is the ith experimental value, pi is the corresponding predicted 
value, N is the total number of observations/predictions and e is the 
average of the experimental values. A good model is defined as one 
providing large R2 and small MSE, especially with the test dataset.

4. Results

4.1. Calibration of the FFN model

R2 and MSE varying with the number of hidden layers (1 ÷ 3) and 
number of neurons per hidden layer (1 ÷ 50) were evaluated for the G-γ 
model (Fig. 12), for the G/G0-γ model (Fig. 13) and for the D-γ model 
(Fig. 14). Values derived from training and test dataset are reported, 
with dashed and continuous line, respectively. Fig. 12 shows the results 
related to G-γ; regardless of the activation function, R2 and MSE evalu
ated with the training dataset are respectively greater and smaller than 
those computed with the test dataset. This is logical and correct because 
the training dataset used to develop the model comprises 70 % of the 
database. By increasing the number of hidden layers, R2 increases, and 

Fig. 13. Development of G/G0-γ model. Coefficient of correlation R2 and Mean Squared Error MSE derived with a) single-, b) two-, and c) three-hidden layer network 
and number of neurons per hidden layer varying 1 ÷ 50.
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Fig. 14. Development of D-γ model. Coefficient of correlation R2 and Mean Squared Error MSE derived with a) single-, b) two-, and c) three-hidden layer network and 
number of neurons per hidden layer varying 1 ÷ 50.

Table 3 
Coefficients of correlation R2 (evaluated on training and test dataset) and Mean Squared Error MSE (evaluated on test dataset) related to the best FFN models predicting 
the shear modulus G, one per activation function and number of hidden layers. m indicates the number of hidden neurons per hidden layer at which R2

test is maximum.

Model

Single layer Double layer Triple layer

Activation Function m R2
test MSEtest R2

training m R2
test MSEtest R2

training m R2
test MSEtest R2

training

ReLU 34 0.9563 0.0017 0.9765 49 0.9800 0.0008 0.9922 47 0.9855 0.0006 0.9913
Sigmoid 25 0.9504 0.0020 0.9713 28 0.9844 0.0006 0.9899 22 0.9875 0.0005 0.9913
Tanh 13 0.9711 0.0012 0.9772 18 0.9869 0.0005 0.9930 8 0.9878 0.0005 0.9929

Table 4 
Coefficients of correlation R2 (evaluated on training and test dataset) and Mean Squared Error MSE (evaluated on test dataset) related to the best FFN models predicting 
the normalized shear modulus G/G0, one per activation function and number of hidden layers. m indicates the number of hidden neurons per hidden layer at which R2

test 
is maximum.

Model

Single layer Double layer Triple layer

Activation Function m R2
test MSEtest R2

training m R2
test MSEtest R2

training m R2
test MSEtest R2

training

ReLU 50 0.9268 0.0061 0.9435 48 0.9271 0.0061 0.9488 45 0.9223 0.0065 0.9477
Sigmoid 12 0.9249 0.0063 0.9353 8 0.9252 0.0062 0.9517 6 0.8659 0.0115 0.9578
Tanh 9 0.9316 0.0057 0.9367 7 0.9082 0.0077 0.9518 7 0.7139 0.0298 0.9627
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Table 5 
Coefficients of correlation R2 (evaluated on training and test dataset) and Mean Squared Error MSE (evaluated on test dataset) related to the best FFN models predicting 
the damping ratio D, one per activation function and number of hidden layers. m indicates the number of hidden neurons per hidden layer at which R2

test is maximum.

Model

Single layer Double layer Triple layer

Activation Function m R2
test MSEtest R2

training m R2
test MSEtest R2

training m R2
test MSEtest R2

training

ReLU 45 0.8870 0.0024 0.9340 43 0.8980 0.0023 0.9793 45 0.8795 0.0024 0.9804
Sigmoid 39 0.8607 0.0028 0.9531 34 0.9268 0.0014 0.9708 7 0.9153 0.0017 0.9738
Tanh 41 0.8967 0.0020 0.9692 33 0.9094 0.0017 0.9832 14 0.8389 0.0060 0.9892

Table 6 
Final FFN topologies providing the best prediction with simpler network (suggested for practitioners) and with more complex network (suggested for advanced users). 
The first and last number in the topology indicate respectively the input and output number (four and one in our problem).

Predicted Output Practitioners Advanced users

Topology Activation function R2
test Topology Activation function R2

test

Shear modulus G 4-13-1 Tanh 0.97 4-8-8-8-1 Tanh 0.99
Normalized shear modulus G/G0 4-9-1 Tanh 0.93 4-9-1 Tanh 0.93
Damping ratio D 4-15-1 Sigmoid 0.85 4-34-34-1 Sigmoid 0.93

Fig. 15. Comparison of the predictions derived through FFN models with simple or complex structure.
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only a slight difference can be noticed in the results. In terms of MSE, the 
behaviour is less clear: a reduction in error is observed by increasing the 
number of hidden layers, but it is not as marked when going from 2 to 3 
hidden layers. By increasing the number of hidden neurons, a more 
stable behaviour was expected, but this trend is not seen in any 
configuration. Regarding the performance of the three activation func
tions, we can state that Tanh and Sigmoid provide better accuracy than 
ReLU. Table 3 reports the number of hidden neuron m at which the 
coefficient of correlation evaluated on the test dataset R2

test is maximum, 
together with the related mean squared error MSEtest. R2

training of models 
with m hidden neurons is also reported. For all cases, R2 is greater than 
0.95, indicating good accuracy. The greatest R2

test, equal to 0.9878, is 
found through the 4-8-8-8-1 network and Tanh activation function. Very 
good accuracy is observed when applying such activation function even 
on a single hidden layer network (R2

test = 0.9711 with 4–13-1 topology). 
The adoption of a model showing a slightly smaller R2

test (only 2 % less) 
but having a simpler topology could be an interesting solution for 
practitioners.

Fig. 13 presents interesting results for G/G0 model. The Tanh acti
vation function provides the most accurate results with the training 
dataset regardless of the number of hidden layers; moreover, the accu
racy increases with increasing complexity of the network topology. 
However, on the test dataset, the model accuracy with networks having 

more than 10 neurons is drastically reduced, with the coefficient of 
correlation R2

test going from around 0.9 to 0.1 and MSEtest from 10− 2 to 
more than 1, for both two- and three-hidden layer models. With the 
sigmoid activation function, a similar but less pronounced behaviour is 
observed. Despite the unexpected behaviour observed with DL models, 
ML models with Tanh activation function are more stable, showing 
comparable R2

test and R2
train within 10 hidden neurons. Table 4 summa

rises the properties of the models providing the best R2
test. As the final and 

best choice for G/G0, the model 4-9-1 with Tanh as activation function 
can be selected; this can be adopted even by practitioners thanks to its 
simple structure.

From the results related to the D-γ model (Fig. 14), the coefficient of 
correlation R2

train obtained with the Tanh activation function tends to an 
asymptotic value after a certain number of hidden neurons mcrit; spe
cifically, mcrit diminishes when increasing the network complexity in 
terms of number of hidden layers. With the test dataset, there is a narrow 
range of neurons in which R2

test decreases and MSEtest increases despite 
the increasing complexity of the network, as for the G/G0 model. 
However, for the D-γ model, there is also a very narrow neuron range in 
which R2

test is comparable to R2
train (around 0.8). This occurs up to about 5 

neurons, which may not be enough to properly develop a DL model able 
to capture the complexity of data related to damping. Table 5 reports the 
number of hidden neurons m at which the coefficient of correlation 

Fig. 16. Coefficient of correlation R2 as a function of the number of FFN hidden layers for the training (solid lines) and test (dashed lines) datasets in the a) G, b) G/ 
G0, and c) D models. Each subplot compares different neuron counts per hidden layer.
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evaluated on the test dataset R2
test is maximum, the related Mean Squared 

Error MSEtest, and the R2
training of models with m hidden neurons. For the 

single hidden layer network with the sigmoid activation function, 
although the absolute maximum value of R2

test is observed at 39 hidden 
neurons, there is a local maximum with 15 neurons and a comparable 
R2

test (around 0.85). Results obtained through ReLU and sigmoid acti
vation functions are quite similar. Since the sigmoid provides a good 

R2
train with asymptotic trend, it could be considered the best activation 

function to predict damping. The simple model (topology 4-15-1) could 
be the best choice for practitioners, while 4-34-34-1 can be considered 
for advanced users.

Based on the data analysed, we summarise in Table 6 the topologies 
that can be the best choice for practitioners (best accuracy with simpler 
topology) or advanced users (best accuracy with possibly more complex 

Fig. 17. Experimental data vs predictions derived through FFN and MLR regression, and other existing empirical methods for G/G0 [40] and D [29].

Table 7 
Comparison of R2 values for both the training and test datasets, alongside training time (ttrain) and inference time (tinfer) for FFNs with simple topologies. The per
formance of FFNs initialized with weights and biases using the Glorot function (MATLAB’s default setting) against those initialized through optimization algorithms, 
such as Particle Swarm Optimization (PSO) and Genetic Algorithm (GA), is contrasted. This comparison provides insights into the effectiveness and efficiency of 
different initialization methods.

Model G (4-13-1 Tanh) G/G0 (4-9-1 Tanh) D (4-15-1 Sigmoid)

Weights/Biases initialization Glorot PSO GA Glorot PSO GA Glorot PSO GA

R2
train 0.9772 0.9859 0.9840 0.9367 0.9325 0.9383 0.9067 0.9448 0.9660

R2
test 0.9711 0.9625 0.9500 0.9316 0.9266 0.8847 0.8510 0.7049 0.5185

ttrain (s) 15.948 21.554 36.438 7.5447 11.654 9.8681 13.398 36.713 50.836
tinfer (s) 0.0018 0.012 0.2330 0.0011 0.0086 0.0078 0.0167 0.2295 0.2315
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topology). Appendix B reports weights and bias of the single-hidden 
layer models, to allow practitioners’ usage following the description 
and Eqs. (4)–(6) reported in Section 3.2.

The 4-9-1 network with Tanh activation function is observed to 
provide the most accurate predictions of the normalized shear modulus, 
even in comparison with more complex models. Fig. 15 shows the pre
dictions on the whole dataset (test + training) of G- and D-γ curves, 
derived through simple and more complex models, to analyse what error 
could be committed by practitioners when adopting simple FFN topol
ogies. Overall, models based on DL (multiple hidden layer networks) 
provide more accurate predictions; however, the comparison demon
strates that single-hidden layer networks allow for the development of 
ML models that are more than acceptable.

To explore whether network complexity correlates with accuracy, 
neural networks with hidden layers ranging from 1 to 6 were developed. 
For each network configuration, three different numbers of hidden 
neurons were tested, including those reported in Table 6. The activation 
functions used were Tanh for the G and G/G0 models, and Sigmoid for 
the D model. For each network, with a fixed number of neurons, the R2 

values calculated on the training dataset generally improved, showing 
an asymptotic trend starting from 2 hidden layers, and in some cases, 
even from a single layer (Fig. 16). This indicates that while more com
plex networks may have the potential to learn better, good performance 
can also be achieved with simpler networks, particularly if the dataset is 
not highly complex. In the G model, the R2 values on the test dataset 
were generally comparable to those on the training dataset (Fig. 16a). 
No significant improvement in performance was observed with 
increased model complexity, and a single-layer network with 13 neurons 
proved to be quite effective. In the G/G0 model, an interesting trend was 
noted (Fig. 16b). Although the training R2 values exhibited an asymp
totic trend starting from 2 hidden layers, the test R2 values showed a 
lower horizontal asymptote, with a significant drop in performance (R2 

less than 0.2) despite increased network complexity. This suggests po
tential overfitting, as the dataset may be too simple for the more com
plex networks. The simpler model with 9 neurons showed a horizontal 
asymptote starting from 4 hidden layers. For the D model, prediction 
accuracy on the test dataset displayed fluctuating and irregular behav
iour, with no clear horizontal asymptote (Fig. 16c). The result once 
again confirms that the previously chosen simple models show accept
able performance.

4.2. Experimental results vs predictions derived through existing empirical 
methods and the developed FFN and MLR models

The experimental data are here compared with predictions derived 
through FFN and the topology above defined as “for advanced users”, 

and the MLR. For G/G0 and D, values calculated through some common 
methods provided by literature are also reported. We have adopted 
Darendeli [40] and Zhang et al. [29] respectively for G/G0 and D pre
dictions, by applying the formulations and modelling parameters dis
cussed in Appendix C. The comparison is shown in Fig. 17.

In terms of shear modulus (Fig. 17a), FFN applied on both training 
and test datasets appears to perform superior, adhering more closely to 
the line of equality (grey), particularly for G values higher than about 30 
MPa. MLR tends to underestimate G, especially at higher values. 
Regarding G/G0 (Fig. 17b), the FFN is still outperforming in approxi
mating the line of equality. Predictions through Darendeli’s method 
exhibits greater dispersion, particularly for intermediate values. Finally, 
in terms of damping predictions, the FFN models appears to slightly 
outperform the MLR, adhering more closely to the line of equality; even 
in this case, data derived through an existing empirical method [29] 
shows greater dispersion, with a tendency to underestimate.

4.3. Hybrid FFN

As mentioned in Section 3.3, two optimization algorithms, PSO and 
GA, were used to initialize the weights and biases of the FFN. The best 
topologies and activation functions for each dynamic property, as re
ported in Table 6, were applied. A comparison was made between the 
prediction accuracy, training time, and inference time obtained with 
MATLAB’s default fitrnet settings (which use Glorot initialization) and 
the results after applying the two optimization algorithms. Table 7
presents the R2 values for both the training and test datasets, as well as 
the training time ttrain and inference time tinfer (i.e., time required for new 
predictions).

The use of the PSO and GA algorithms generally led to an increase in 
R2

train (except for PSO in the G/G0 model). However, the prediction ac
curacy on the test dataset was still better when weights were initialized 
using the Glorot algorithm. Training times were longer for PSO- and GA- 
based FFNs, as both algorithms encounter slower convergence issues. 
Additionally, inference time was lower with Glorot initialization, indi
cating that this configuration allows the FFN to generate predictions 
more quickly. Consequently, it was decided to proceed with weights 
initialized using Glorot.

4.4. Prediction on external dataset

A newly constructed dataset was used to further validate the devel
oped FFN models. It includes the results of three RC tests on fine-grained 
soil samples, extracted from the Italian Clay Archive provided by Fac
ciorusso [68]. The tests were carried out in the geotechnical laboratory 
of the Civil and Environmental Engineering Department at the Univer
sity of Florence, using samples collected from different regions in Italy, 
outside of Sicily. Table 8 summarises locations, sampling depths, USCS 
classifications, PI, p’0, and OCR.

The three best-performing FFN models, with topologies and activa
tion functions listed in Table 6, were applied to the entire dataset, 
normalized according to the extremes of the previous training dataset 
(Table 2). Fig. 18 presents a comparison between the experimental re
sults and those predicted by the FFN models. For G, the predictions are 
acceptable, though not consistently excellent, with MSE values ranging 
from 126 to 242. The predictions for G/G0 are significantly better, with 
MSE consistently below 0.02. Finally, the predictions for D are fairly 
accurate for small damping values, but for higher values, damping tends 
to be underestimated, with MSE ranging from 3 to 12.

5. Discussion

RC, CTS and CTx tests performed on 25 specimens of fine-grained 
soils retrieved in Sicily have revealed quite standard variations of the 
normalized shear modulus and G/G0 the damping ratio D with respect to 
the plasticity index PI and the confining pressure p’0: at a given shear 

Table 8 
Summary of borehole locations, mean sampling depths, plasticity index PI, USCS 
classification, confining pressure p’0, and overconsolidation ratio OCR for the 
tests in the external dataset provided by Facciorusso [68]. The asterisk (*) in
dicates that OCR was evaluated using the method proposed by Kootahi and 
Mayne [60].

Location Borehole 
label

Depth 
(m)

PI 
(%)

USCS 
classification

p’0 

(kPa)
OCR

Fabriano 
(Marche 
region)

S61 8.75 32 CH 150 1.9

Città di 
Castello 
(Umbria 
region)

S45 3.30 16 CL 120 2.3

Terni – Rieti 
(Umbria 
region- 
Lazio 
region)

S31 9.30 33 CH 90 1.61*
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strain, G/G0 increases and D decreases with both PI and p’0. These 
findings are consistent with established studies [21,27–30] and recent 
research [31,46]. Any deviations from these standard trends may arise 
from the simultaneous consideration of PI and p’0 in our results.

Empirical formulations, such as those proposed by Darendeli [40] or 
Zhang et al. 29, are based on modelling parameters that may not be 
unique even within the same country and for the same soil type. For 
instance, using Darendeli’s formulation with modelling parameters 
specifically calibrated, Ciancimino et al. [46] achieved an R2 value of 
0.943 when predicting G/G0 of fine-grained soils from central Italy. In 
contrast, with the same parameters, the coefficient of correlation for the 
results of this study is 0.904. Furthermore, other researchers have 
demonstrated that existing empirical formulations often require 
improvement or specific calibration of parameters to provide accurate 
predictions [43–45,58].

For developing new empirical models, regression techniques can be 
utilized. This study indicates that multiple linear regression is 

Fig. 18. Comparison between predicted and experimental values for three dynamic soil properties: a) shear modulus (G), b) normalized shear modulus (G/G0), and 
c) damping ratio (D). The predictions were based on experimental data extracted from the Italian Clay Archive [68] related to three different borehole locations: 
Fabriano (Marche region, black circles), Città di Castello (Umbria region, red diamonds), and Terni-Rieti (Umbria and Lazio regions, blue squares). The solid grey line 
represents the 1:1 line, indicating perfect agreement between predicted and experimental values.

Fig. 19. Feature importance analysis for the prediction of three dynamic soil 
properties: shear modulus (G), normalized shear modulus (G/G0), and damping 
ratio (D), based on the simple topologies reported in Table 6. The importance of 
four input features is shown: shear strain (γ), confining pressure (p’0), plasticity 
index (PI), and overconsolidation ratio (OCR).
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inadequate for capturing the nonlinearities in the dynamic properties of 
the soil. This is consistent with findings from other studies [54,62]. A 
more sophisticated approach, such as Feedforward Neural Networks 
(FFN), demonstrates better performance in predicting complex data. 
Among activation functions, the hyperbolic tangent (Tanh) generally 
yields the best results, except for very complex data like the damping 
ratio, where the sigmoid function performs better. Similar results were 
observed by Khanlari et al. [69] and Charles et al. [59].

A very complex neural network, characterised by a large number of 
hidden layers and neurons, is not always optimal, as also shown by 
Merayo et al. [70]. On predicting G/G0, which has less differentiation in 
data, complex architectures tend to overfit: while the correlation coef
ficient is high for the training dataset, it is considerably lower for the test 
dataset. In contrast, for G (non-normalized), which depends on 
small-strain values G0, the network’s prediction ability improves with an 
increasing number of hidden layers, even for the test dataset. Never
theless, simpler models are more practical for practitioners. For the G-γ 
model, a topology with only 13 hidden neurons provides good accuracy, 
aligning with other studies on this topic [50,53,58]. For damping pre
diction, a network with two hidden layers and 34 neurons per layer 
performs well. Although this topology might seem complex, it is less so 
compared to other studies with more intricate structures for damping 
prediction [55]. For practical applications, a simpler structure with just 
15 neurons offers acceptable prediction accuracy (R2 = 0.85).

To determine how each feature contributes to the developed models, 
we used the permutation method to assess feature importance. This 
method involves randomly shuffling the values of each feature and 
measuring the resulting impact on the model’s performance, specifically 
in terms of MSE. Fig. 19 shows the feature importance for the simplest 
models with the optimal topology discussed earlier. Generally, the fea
tures have a similar influence on performance, with importance values 
ranging from 15 % to 30 %. This indicates that the models are well- 
balanced, with no single feature dominating the predictions. However, 
the lower importance of γ in the G model suggests that it has a smaller 
role in influencing the predictions compared to other features. This 
limited impact requires further investigation.

The experimental results presented can be applied to predict the 
dynamic properties of fine-grained soils with PI = 10.08 ÷ 46 %, OCR =
1.37 ÷ 10.6, subjected to the confining pressure p’0 = 60 ÷ 550 kPa. 
Strain-dependent G, G/G0 and D can be evaluated for the strain range γ 
= 3.9⋅10− 4÷1.8 %. Knowing γ, PI, OCR and p’0, practitioners can use the 
developed FFN models through simple calculation tools (e.g., Excel or 
manual calculations), by applying the weights and biases provided in 
Appendix B and using the single-hidden layer networks with the speci
fied structure. Advanced users can also use the multiple hidden layer 
network with the MATLAB function “predict” by inputting the four pa
rameters in a matrix.

It is important to note that while our models, validated with a new 
dataset from the Italian Clay Archive, generally perform well, they were 
developed using only Sicilian samples and exhibit variability when 
applied to a more diverse dataset from other regions in Italy. Predictions 
for G are acceptable but inconsistent, whereas predictions for G/G0 are 
notably better. However, the models tend to underestimate damping at 
higher values when predicting D. These limitations highlight the need 
for future research to train models on a wider range of soil conditions to 
improve accuracy and robustness. To achieve this, FFNs could be trained 
with more extensive and diverse datasets, which would enhance their 

predictive capability across various fine-grained soils without relying on 
site-specific adjustments. Additionally, evaluating other machine 
learning techniques such as Random Forest, Support Vector Machines, 
or Gradient Boosting could provide further insights into their compar
ative accuracy with FFNs, guiding future research directions.

6. Conclusions

This study investigated the dynamic properties of fine-grained soils 
from Sicily through extensive laboratory testing and developed predic
tive models using various regression techniques. Our results regarding 
the variations in G/G0 and D with PI and p’0 are consistent with estab
lished literature. FFN outperformed MLR and existing empirical for
mulations in predicting strain-dependent soil properties. Notably, 
simpler FFN structures often yielded sufficiently accurate predictions for 
practical applications. The developed models are applicable to fine- 
grained soils with PI ranging from 10.08 % to 46 %, OCR between 
1.37 and 10.6, and p’0 from 60 to 550 kPa, across strain ranges from 
3.9⋅10− 4 to 1.8 %. These models are crucial for site response analyses 
and dynamic soil-structure interaction studies. However, their accuracy 
is expected to be higher for soils similar to those studied, underscoring 
the site-specific nature of soil behaviour. Future research should focus 
on developing more generalized FFN models by incorporating data from 
a variety of geological settings and exploring additional machine 
learning techniques. This study makes a significant contribution to un
derstanding fine-grained soil behaviour under dynamic loading and of
fers practical, AI-based tools for geotechnical engineering applications.
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Appendix A 

This appendix briefly summarises the empirical formulation proposed by Kootahi and Mayne [60] for estimating the preconsolidation stress σ′p and 
consequently the overconsolidation ratio OCR, defined as σ′p/σ′v0, where σ′v0 represents the effective vertical stress under geostatic conditions. The 
formulation was derived from a dataset comprising laboratory test results on 120 fine-grained soil specimens collected from 59 sites worldwide 
(Canada, China, Iran, Ireland, Italy, Japan, the Pacific Ocean, Singapore. Thailand, and the United States of America). The dataset includes 
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information on σ′p, obtained from Oedometer tests, σ′v0, the void index in natural conditions en, natural water content wn and Atterberg limits (liquid 
limit wL and plastic limit wP). The authors demonstrated their formulation accurately predicts σ′p for both the model-building dataset (R2 = 0.89) and 
the validation dataset (R2 = 0.83). The method relies on a discriminant function DS, expressed as: 

DS= 5.152 • log
(

σʹ
v0

pa

)

-0.061 • wL-0.093 • wP + 6.219 • en (A1) 

where pa is the atmospheric pressure. By evaluating the DS value, it is possible to distinguish between normally-consolidated (NC) soils (OCR = 1) and 
overconsolidated (OC) soils (OCR >1), and thus estimate σ′p accordingly: 

σʹ
p

pa
=1.62 •

(
σʹ

v0

pa

)0.89

• wL
0.12 • wn

-0.14 when DS ≤ 1.123 (very likely NC soils) (A2a) 

σʹ
p

pa
=7.94 •

(
σʹ

v0

pa

)0.71

• wL
0.53 • wn

-0.71 when DS > 1.123 (very likely OC soils) (A2b) 

Appendix B 

This Appendix presents weights and biases to apply the developed ML models with simplest topologies indicated in Table 6 for the predictions of G, 
G/G0 and D values, knowing the four inputs γ, p’0, PI and OCR (this order must be respect when applying weights wj1,i). Dealing with single-hidden 
layer networks, the structure illustrated in Fig. 10a can be followed.

Table B1 
Weights and biases to derive the output of the jth hidden neuron zj1 through Eq. (5) for G predictions (4-13-1 network).

No. Of hidden neuron j wj1,1 wj1,2 wj1,3 wj1,4 bj,1

1 0.7155 − 5.6207 4.5011 2.9970 2.0049
2 − 1.4105 − 0.7870 − 11.4228 0.8738 1.7639
3 9.4164 − 0.6333 0.1515 0.1279 1.6503
4 8.2814 5.8030 1.8012 1.4802 − 0.6478
5 0.2728 3.6162 − 2.9672 − 4.8954 1.7126
6 − 0.7424 − 1.6355 − 4.3920 − 0.0451 0.8481
7 0.5920 − 1.8180 7.2542 0.4286 − 2.4847
8 1.0919 − 2.7935 11.7766 1.7107 − 4.6211
9 0.1853 − 1.0087 − 1.3519 − 1.7032 0.5202
10 − 2.4207 6.5801 − 4.9625 − 0.2197 − 1.5152
11 − 0.0385 − 3.5137 1.0865 0.3442 − 0.1294
12 10.6519 7.5791 2.3452 1.9322 − 1.7770
13 1.7179 − 7.0950 5.0750 2.4373 2.1834

Table B2 
Weights and bias to derive the network output for G predictions through Eq. 
(6) (4-13-1 network).

No. Of hidden neuron j W1,j B

1 4.9913 2.3295
2 4.0029
3 − 2.1336
4 − 9.1747
5 3.0187
6 − 7.8521
7 − 5.5272
8 2.6063
9 − 3.8870
10 − 1.8688
11 4.0534
12 3.1849
13 − 4.4529
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Table B3 
Weights and biases to derive the output of the jth hidden neuron zj1 through Eq. (5) for G/G0 predictions (4-9-1 network).

No. Of hidden neuron j wj1,1 wj1,2 wj1,3 wj1,4 bj,1

1 − 11.3377 − 1.5390 − 0.4478 0.0535 0.2972
2 8.4138 2.8184 2.6166 0.0859 − 1.1581
3 9.8513 5.1928 3.6974 0.3816 − 2.3160
4 − 1.3542 − 0.6834 − 4.6159 1.4119 2.8526
5 10.7268 1.2915 − 0.1362 2.8246 0.4433
6 9.9257 − 0.1855 0.4179 − 0.5304 0.6821
7 − 1.0417 − 0.6547 − 6.3197 1.4445 3.5599
8 5.6054 1.0322 2.3452 − 0.0313 0.3046
9 − 13.1526 0.2226 − 0.6383 0.4231 0.0849

Table B4 
Weights and bias to derive the network output for G/G0 predictions through 
Eq. (6) (4-9-1 network).

No. Of hidden neuron j W1,j B

1 − 3.1293 4.8725
2 − 5.4182
3 2.0182
4 0.7312
5 − 4.6564
6 − 8.8816
7 − 0.7003
8 6.5557
9 − 2.4811

Table B5 
Weights and biases to derive the output of the jth hidden neuron zj1 through Eq. (5) for D predictions (4-15-1 network).

No. Of hidden neuron j wj1,1 wj1,2 wj1,3 wj1,4 bj,1

1 − 1.8950 3.4636 − 5.5070 1.5086 0.8644
2 0.2256 0.3624 0.1682 0.0396 0.2566
3 − 2.7468 − 4.9962 − 3.6977 1.9412 4.3838
4 2.9348 1.1294 0.5029 − 2.9028 − 0.1698
5 1.0933 − 5.3587 0.7850 0.2699 2.2454
6 0.2594 0.7313 0.2556 0.0153 0.3117
7 0.2504 1.0631 0.3061 − 0.0020 0.3875
8 − 2.4110 0.9764 0.9764 1.4948 − 0.5600
9 − 9.0494 2.8293 − 3.2191 − 0.2688 − 1.4399
10 0.2535 1.0285 0.3006 − 0.0012 0.3804
11 − 1.6938 − 8.3731 − 2.6557 − 1.1247 4.9048
12 0.8719 − 6.8338 − 4.0136 0.9080 7.2284
13 − 0.1905 1.8503 − 7.0586 − 0.9283 0.5006
14 6.8044 − 3.5108 7.4100 3.2517 0.8717
15 6.5285 1.2453 − 2.0881 − 2.7233 0.3904

Table B6 
Weights and bias to derive the network output for D predictions through Eq. (6)
(4-15-1 network).

No. Of hidden neuron j W1,j B

1 4.1618 1.159453
2 0.8674
3 3.5720
4 4.3587
5 5.2661
6 1.0680
7 1.2981
8 − 2.2378
9 − 5.7031
10 1.2732
11 − 3.5211
12 − 2.7646
13 − 4.1388
14 − 6.4195
15 − 2.1795
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Appendix C 

This Appendix reviews analytical models from the literature for evaluating the normalized shear modulus G/G0 and the damping ratio D. For G/G0, 
we consider the hyperbolic model initially introduced by Hardin and Drnevich [38] and later modified by Stokoe et al. [71]: 

G
G0

=
1

1 +

(

γ
γref

)a (C1) 

here, a is a curvature coefficient, and γref is the reference strain at which G/G0 = 0.5. Both a and γref depend on the confining pressure p’0, and for fine- 
grained soils on the Plasticity Index PI and the Over Consolidation Ratio (OCR). Darendeli [40] provided an expression for γref. Following recom
mendations from the literature [46], we have ignored the OCR dependency and calculated γref as: 

γref (%)= (φ6 +φ7 • PI) • pʹ
0

φ8 (C2) 

where φ6, φ7 and φ8 are the modelling parameters. Note that PI is expressed as a percentage and p’0 in atm. For the D-γ curves, a common approach, 
starting with Hardin and Drnevich [38] is to relate them to the G/G0-γ curves as: 

D= f(G /G0) + Dmin (C3) 

The following expression for Dmin is considered [29,72]: 

Dmin =Dmin,1 • (ṕ 0/pa)
-k/2 (C4a) 

Dmin,1 = a1 • PI + b1 (C4b) 

Zhang et al. [29] derived a1 and b1 as fitting parameters, equal to 0.008 and 0.82, respectively. They also provided three expressions for k based on 
PI and geological age (i.e., residual/saprolite soil, tertiary and okler soil, quaternary soil). We selected the expression for residual soils, which provides 
the best coefficient of correlation R2 for our database: 

k= 0.42 • e-0.0456•PI (C5) 

For the function f (G/G0) of Eq. (C3), we tested the one presented by Darendeli [40], based on the Masing criteria [73], and another simpler one 
derived by Zhang et al. [29]. 

f
(

G
G0

)

Zhang
=10.6 •

(
G
G0

)2

− 31.6 •
G
G0

+ 21 (C6) 

Darendeli’s approach can be summarised as: 

f
(

G
G0

)

Dar
=F
(

G
G0

)

• DMasing (C7) 

The function F (G/G0) is defined as: 

F
(

G
G0

)

= b •

(
G
G0

)0.1

(C8) 

where b is a factor that slightly varies with the number of cycles [40,65]. Since we did not investigate this aspect, we assumed it to be constant. The 
evaluation of DMasing involves the following steps: 

DMasing = c1 • DMasing + c2 • DMasing
2 + c3 • DMasing

3 (C9a) 

DMasing =
100

π

⎡

⎢
⎢
⎢
⎣

4 •

γ − γref • log

(
γ+γref

γref

)

γ2

γ+γref

− 2

⎤

⎥
⎥
⎥
⎦

(C9b) 

c1 = -1.1143 • a2 + 1.8618 • a + 0.2523 (C9c) 

c2 =0.0805 • a2-0.0710 • a − 0.0095 (C9d) 

c3 = -0.0005 • a2 + 0.0002 • a − 0.0003 (C9e) 

We have used the parameter values a (for Eqs. C1 and C9), b (Eq. (C8)), φ6, φ7 and φ8 (to evaluate γref through Eq. C2) listed in Table C1. These 
values were derived by Ciancimino et al. [46] from the dynamic characterisation of 79 samples. This choice was made due to similarities with our tests 
in terms of i) the soil type investigated (fine-grained soils); ii) the country of origin (Italy, although Ciancimino et al. focused on central Italy while our 
study is on southern Italy); iii) the laboratory tests performed (RC, TXC and CTS); iv) the plasticity index (PI ranging from 0 to 42 % in Ciancimino et al. 
from 10.08 to 46 % in our study) and the test confining pressure (p’0 varying from 30 to 440 kPa in Ciancimino et al. from 60 to 550 kPa in our study).
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Table C1 
Modelling parameter calibrated by 
Ciancimino et al. [46].

Parameter Value

a 0.9640
b 0.5062
φ6 0.0331
φ7 0.0014
φ8 0.1254

Fig. C1 shows the measured G/G0 against the predicted values, demonstrating a good correlation. Fig. C2 illustrates the application of both 
Darendeli [40] and Zhang et al. [29] models. In this case, an acceptable accuracy (greater than 0.7) is observed, with Zhang et al. providing the best 
results. Therefore, the model proposed by Zhang et al. is adopted within this manuscript.

Fig. C1. G/G0 experimental data vs predictions derived through Darendeli [40].

Fig. C2. D experimental data vs predictions derived through a) Darendeli [40] and b) Zhang et al. [29].

Data availability

Data will be made available on request. 
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