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ABSTRACT Radiology reports are a valuable source of textual information used to improve clinical care
and support research. In recent years, deep learning techniques have been shown to be effective in classifying
radiology reports. This article investigates the use of deep learning techniques with attention mechanisms to
achieve better performance in the classification of radiology reports. We focus on various Natural Language
Processing approaches, such as LSTM with Attention, BERT, and GPT-4, evaluated on a chest tomography
report dataset regarding neoplastic diseases collected from an Italian hospital. In particular, we compare
the results with a previous machine learning system, showing that models based on attention mechanisms
can achieve higher performance. The Attention Mechanism allows us to identify the most relevant bits of
text used by the model to make its predictions. We show that our model achieves state-of-the-art results on
the hierarchical classification of radiology reports. Moreover, we evaluate the performance of GPT-4 on the
classification of these reports in a zero-shot setup through prompt engineering, showing interesting results
even with a small context and a non-English language. Our findings suggest that deep learning techniques
with attention mechanisms may be successful in the classification of radiology reports even in non-English
languages for which it is not possible to leverage on large text corpus.

INDEX TERMS Attentionmechanism, BERT, BioBIT, deep learning, GPT-4, large languagemodels, natural
language processing, Italian language, prompt engineering, radiology reports, Italian radiology reports, text
classification.

I. INTRODUCTION

In recent years, Artificial Intelligence (AI) and, in particular,
Machine Learning (ML) have become a fundamental tool to
solve many different tasks in complex domains, one for all
medical and healthcare domains [1]–[4]. The emergence of
electronic health records (EHRs) has led to the accumulation
of a large number of laboratory tests and narrative clinical
texts within hospitals. These rich sources of information hold
immense potential formedical research and improving patient
care effectiveness and quality. Due to the unstructured nature
of textual data, manual analysis is challenging and time-
consuming. Consequently, ML and Natural Language Pro-
cessing (NLP) techniques are employed to extract and organ-
ise content from clinical reports, making it readily accessible
to radiologists. This study focusses on the classification of
Italian chest tomography (CT) reports that follow a diagram

proposed by radiologists at Spedali Civili di Brescia in Italy.
The potential benefits of an accurate classification system for
existing and new reports are numerous, covering logistics,
healthcare management, follow-up examination frequency
monitoring, and case collection for research or educational
purposes [5].
Previously, a classification system for chest CT reports was

integrated into the software used by the radiologists at Spedali
Civili di Brescia for the writing of the report. On completion
of the report, radiologists receive a real-time classification
from the system, subject to confirmation or modification as
needed. The results of the initial evaluation were encourag-
ing [6]; however, the performance in the real world was below
expectations. Several factors contributed to this discrepancy:

1) The training set was limited in size because it is com-
posed by only 346 reports of a unique radiologist anno-
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tated manually.
2) Real-world cases exhibited greater complexity com-

pared to the training and test set used.
3) Radiologists employ varying writing and classification

styles, resulting in reduced uniformity in the writing
style.

Nowdays, the models that have shown remarkable success in
data analysis for text documents [7], [8] are based on Deep
Neural Networks (DNNs). Word embedding techniques such
as Word2vec [9] and GloVe [10] are widely used to represent
words in a vector space, capturing semantic information [11].
Recurrent Neural Networks (RNNs) and Long Short Term
Memory (LSTM) networks have long been staples in various
tasks of NLP, including text classification and data min-
ing [12], [13]. These solutions process the entire sequence
of words, enabling these models to grasp word dependen-
cies and retain context information for the entire document.
Moreover, the introduction of attention mechanisms [14],
[15] has allowed models to ‘‘focus’’ on the most informative
parts of the input. In the realm of classifying clinical texts,
LSTM Neural Networks and the Attention Mechanism have
achieved significant results even with a limited number of
documents [16].

Lately, models fully based on the attention mechanism,
such as Transformer-based language models (BERT), have
been used with great success in Natural Language Processing
(NLP) tasks, including machine translation and text classifi-
cation, and have established a new standard [17], [18]. These
models are composed of multiple encoders that gradually
gain knowledge of words and learn semantic associations
between different words. Each encoder produces a vector
representation of each word and a vector that represents the
entire sentence or document. Encoders are made up of several
parallel self-attentionmechanisms, called heads, among other
components. For each word, a head computes a probability
distribution that reflects the degree of association between the
word and all other words in the document.

With the advent of the so-called Large Language Models
(LLMs) [19], [20], which are essentially an evolution of the
Transformer model, many works have been presented trying
to solve specialised NLP tasks via LLMs using a technique
called prompting. Prompting is the process of providing in-
structions (the prompt) to a LLM to guide its output [21]–[23].
The performance of an LLM on the resolution of a particular
task is closely related to the quality of the given prompt. In
particular, a good prompt aims to help the LLM understand
what task to be solved for a particular piece of text, what the
desired response style, what the correct output format, etc.
Therefore, an effective prompt enables LLMs to perform a
wide range of tasks [24]–[26]. General guidelines for good
prompts suggest that the prompt should be clear and specific
in instructions and provide enough context and examples.
All these quality characteristics in practise are achieved by
a trial and error procedure, trying different prompt styles and
different contexts or examples. The problem of engineering
prompts to be effective for a specific LLM in a particular

task is called prompt engineering [23], [27]. Due to the great
interest in LLM applications and foundational models in
recent years, prompt engineering is becoming an important
part of the work related to those models. One of the latest
LLMs released is the fourth version of the Generative Pre-
Trained Transformer (GPT-4) by OpenAI.1 It has been shown
to be one of the best LLMs for solving many different NLP
tasks, such as classification, in a zero-shot manner [22], that
is, only by prompting, without the need for labelled training
data and a fine-tuning procedure.
Considering our task, we show that Deep Learning (DL)

techniques, such as LSTMNeural Networks and theAttention
Mechanism, can achieve remarkable results when classifying
radiology reports written in Italian, as presented in [28]. Even
with a limited lexicon and a small number of documents,
these techniques have proven successful, as reported in [29].
Furthermore, in [30], we demonstrate how the attentionmech-
anism can be used to emphasise the most critical parts of a
radiology report and how these are strongly associated with
a collection of pertinent snippets that were manually labelled
by radiologists.
This paper presents a comparison of different hierarchical

classification systems that combine NLP and DL solutions
for the clinical domain. To test the system, a dataset of more
than 5, 000 labelled reports and 9, 000 unlabelled reports was
created, without identifying relevant snippets, simplifying
the task of classifying reports. The text classification task
presents additional challenges due to the patient’s access to
reports, which could lead to fuzzy or ambiguous radiology
explanations. Furthermore, classification relies solely on text
data, excluding pictures or demographic information (e.g.,
sex or age).
We compare the performance of a system that combines the

LSTM and Attention mechanism [29] with BERT [31], and
GPT-4 in classifying Italian radiology reports (specifically
lung CT reports) obtained from the radiology department of
Spedali Civili di Brescia. Finally, we evaluate the perfor-
mance of GPT-4 on the same classification task using various
prompts in a zero-shot setup.
The primary contribution of this work is a novel DL-based

(BERT) system for the classification of computed tomogra-
phy reports that incorporates domain knowledge in a hier-
archical manner. Experimental results demonstrate superior
performance of the new system over the previous one, with
the inclusion of domain information further enhancing per-
formance even with no hand-written annotations by experts.

II. RELATED WORK
An overview and practical approach to NLP with a specific
emphasis on its applications to radiology is treated in different
works. The work of Mozayan et al. [32] introduced common
steps to perform and the problems commonly found in an
NLP pipeline in the medical domain and, in particular, to
extract information from radiology reports using automated

1https://openai.com/gpt-4

2 VOLUME 11, 2023

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3402066

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Olivato et al.: Language Models for Hierarchical Classification of Radiology Reports with Attention Mechanisms, BERT and GPT-4

learning methods. They described a brief history of NLP,
its strengths and challenges, and freely available resources
and tools to help and guide further studies, paying particular
attention to recent developments in the field. Donnely et
al. [33] conducted a similar investigation focussing more on
recent technical advances in NLP techniques and reporting
commonly used terms in NLP.

Analysing solutions and applications of radiology reports,
Casey et al. [34] provide a systematic synthesis of more than
150 recent publications on natural language processing tech-
niques applied to radiology. They based the analysis on more
than 20 indicators, including radiology characteristics, NLP
methodology, performance, and clinical application charac-
teristics. Each work analysed is categorised into one of six
clinical application categories, such as: Diagnostic Surveil-
lance, Disease Information and Classification, Quality Com-
pliance, Cohort / Epidemiology, Language Discovery and
Knowledge Structure, Technical NLP. Their study shows how
DL methods are increasing in the recent literature, but con-
ventional ML methods are still prevalent due to the scarcity
of data and, in particular, well-labelled data in healthcare
domains. Moreover, the difficulty of performing data aug-
mentation without risks in these contexts limits the extension
of a small dataset to train large models. When considering
explainability, ML techniques are still more straightforward
to understand by physicians than neural networks that are
considered black-box solutions.

In [35] the authors study the performance and reliability
of four NLP tools to predict stroke phenotypes in radiology
reports testing the F1-score, precision, and recall metrics.
They suggest the importance of a deep understanding of
the development context of an NLP tool to correctly assess
whether it is suitable for the task at hand or whether further
training, retraining, or modification is required to adapt it to
the target task. Surprisingly, they found that the best tool out-
of-the-box for this particular task is still a complete Rule-
Based System (RBS) where rules are provided by domain
experts (radiologists) and that first solves three simple NLP
tasks (named entity recognition, negation detection, and rela-
tion extraction) and then classifies reports.

In recent times, a variety of DL techniques have been used
to find useful information from medical and clinical docu-
ments, from Recurrent Neural Networks, particularly LSTM
networks [36], to models based on the Attention Mecha-
nism [14] such as Transformer [17], BERT [18], etc.

Focussing on modern architectures, Miller et al. [37] show
the highest performance of a pre-trained biomedical BERT
(BioClinicalBERT) to solve multiple classification tasks in
patients with acute ischemic stroke from radiology reports of
computed tomography (CT) and magnetic resonance imag-
ing (MRI). They considered a dataset of more than 2000
reports from more than 500 individuals and compared their
fine-tuned version of BioClinicalBERT with other simpler
ML approaches and a RBS. In two particular regression
tasks on MRI reports, the RBS slightly outperforms Bio-
ClinicalBERT, suggesting the actual validity of rule-based

solutions in particular conditions. Furthermore, Yan et al. [38]
performed a comprehensive comparison of the BERT ap-
proaches for radiology. The authors presented RadBERT, a
family of transformed-based models adapted to radiology,
pre-trained using more than 4 million reports with more than
2 million unique patients from U.S. Department of Veter-
ans Affairs (VA). They compared four different initialisa-
tion schemas (BERT-base, Clinical-BERT, RoBERTa, and
BioMed-RoBERTa) to create six variants of RadBERT and
fine-tuned them for three NLP tasks in radiology: abnormal
sentence classification, report coding, and report summation.
These variants achieve higher scores than baselines (BERT-
base, BioBERT, Clinical-BERT, BlueBERT and BioMed-
RoBERTa) in the four tasks when given only 10% of the train-
ing sample, while the RadBERT-BioMed-RoBERTa variant
performs best overall.
Fink et al. [39] propose a fully automated scalable data

mining and curation pipeline using structured radiology re-
ports (SOR) to build and train NLP models to determine
oncologic outcomes in multi-institutional FTOR. The deep
NLP model with the best performance, BERT, is trained on
data from more than 10, 000 patients and achieved a F1-score
of 0.70 in FTOR to predict TRC based on the descriptions
in the findings section, outperforming a conventional NLP
model. The authors also found that their NLP models achieve
an F1-score similar to that of normal medical students but
not of radiology technology students who outperformed the
model. However, models are also prone to the lexical com-
plexity and semantic diversity of the radiological narrative.
The study has limitations, including the lack of review to
report quality and the use of a German dataset. The authors
conclude that such systems may be able to extract clinically
relevant oncologic end points from large volumes of longitu-
dinal free-text reports and offer a potential advantage as an
automated clinical decision support tool for patients referred
for multidisciplinary tumour board assessment.
This paper examines the use of supervised learning consid-

ering dataset composed by radiology reports written in Italian.
Galbusera et al. [40] investigated the feasibility of using NLP
in the Italian language to automate medical image annotation
and compared its performance with a DL model trained on
manually annotated images. The authors found that their NLP
model was able to generate accurate annotations for most ra-
diological findings, even when the reports were not complete
or contained errors. However, the model had more difficulty
detecting some specific findings, such as retrolisthesis and,
to a lesser extent, anterolisthesis, fractures, and SIJ sclerosis.
In contrast, the DL model trained on manually annotated
imageswasmore accurate in detecting these specific findings.
However, the limitations associated with the noisy nature of
the NLP predictions and the reports themselves need to be
addressed. Fanni et al. [41] proposed an AI-based approach
to convert unstructured free-text COVID-19 chest CT reports
from an Italian Hospital into structured reports. They trained
a deep-learning model using 475 manually structured reports
and evaluated its performance on a test set of 400 CT scans.
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FIGURE 1. The hierarchical classification schema composed by four
levels. Radiologists by Spedali Civili di Brescia proposed it for radiology
reports related to neoplastic lung injuries

The model achieved a per-statement accuracy of 91.6% and
95.9% depending on whether strict or modified criteria were
used. The authors also compared their results with previous
studies and found that their approach was more accurate than
previous methods and is a promising way to convert unstruc-
tured free-text COVID-19 chest CT reports into structured
reports. This could have several benefits, including better data
mining and communication with providers.

Our previous system [6] was based on the annotation of
pertinent excerpts, which were then used to categorise reports
with the help of ML methods, as shown in Fig. 1. More
information about this system is provided in Section IV-A.

In contrast to the studies that necessitate the development,
application, and evaluation of unique algorithms and models
(which require a considerable effort), our research looks into
the possibility of using pre-trained LLMs without any fine-
tuning. In this study, we use prompt engineering designed to
get the best results from these pre-set models.

White et al. [23] have created a catalogue of 17 patterns to
address common problems that arise when interacting with
LLMs. These patterns help manage the data inputted into
the model, the structure and style of the output, and any
inaccuracies in the content, such as fabricated answers based
on unsubstantiated data. Additionally, the catalogue provides
strategies to refine the prompt for improved responses, and
deals with the communication between the user and the
model, as well as the context needed for the model to generate
better replies.

Reynolds et al. [22] showed that zero-shot learning (which
does not require any examples to be given to the model) can
outperform the traditional few-shot learning approach (which
requires some examples) when a prompt is used correctly. To
do this, they coined the term meta-prompt, which encourages
the model to generate its own natural language prompt to
complete a task. Zhou et al. [21] presented Automatic Prompt

Engineer, a system for automatic directive creation and selec-
tion. It was designed to enhance the prompt by exploring a
range of directive options proposed by an LLM to optimise a
chosen scoring function, obtaining remarkable results.
LLMs, in particular ChatGPT and GPT-4, have proven to

be very effective in solving specific NLP tasks in general
domains. Even in specific domains, such as public health [42],
environmental problems [43] or legal rulings and laws [44],
LLMs achieve acceptable performance.
In the field of radiology, Liu et al. [45] compared the perfor-

mance of 32 LLMs from different countries (including Chat-
GPT, GPT-4, PaLM2 [46], Claude22, and 18 Chinese LLMs),
in interpreting radiology reports. The results showed that
many Chinese LLMs performed competitively against their
global counterparts and that these multilingual and diverse
LLMs have the potential to contribute to an improved global
healthcare delivery system. They also suggested that there is
a relevant scope to expand these LLMs into different medical
specialities and develop multimodal LLMs. However, they
warned that it is important to consider the ethical implications
of deploying these models.

III. CASE STUDY
This section describes the application of machine learning
techniques to the classification of radiology reports from
an Italian hospital. We focus on chest tomography (CT) re-
ports, specifically seeking for neoplastic lesions. Automat-
ically classifying old and new reports could bring about a
number of benefits, such as improved logistics, better health
care management, monitoring the frequency of follow-up
examinations, and collecting cases for research or teaching.
Radiology reports are typically composed of free text that can
be organised into standard sections.
This proposed system for classifying reports is based on

a schema developed in close collaboration with radiologists
from Spedali Civili di Brescia. It is designed to emphasise the
important aspects of a radiology report and follows the policy
used during the evaluation process [29] as shown in Fig. 1,
with some modifications. To simplify training and problem
description, binary classification tasks are used and different
classes are grouped together to create only two classes in each
level.
Furthermore, the last level (Lesion Nature) with its three

classes (Lung, Pleura and Mediastinum) is not taken into
account anymore. This is because it is difficult to accurately
identify the region of the lesion on CT images and the labels
provided by different physicians on the same image have
excessively high variability.
The new schema shown in Fig. 2 consists of three levels

that correspond to the main aspects considered by physicians
during the evaluation of a report.
1) Exam Type: First Exam or Follow-Up;
2) Result: Suspect (grouping Positive, Stable, Prog. Re-

lapse) or Negative;

2https://www.anthropic.com/index/claude-2

4 VOLUME 11, 2023

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3402066

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Olivato et al.: Language Models for Hierarchical Classification of Radiology Reports with Attention Mechanisms, BERT and GPT-4

FIGURE 2. The new hierarchical classification schema composed of three
levels concordant with radiologists from Spedali Civili di Brescia for
radiology reports concerning lung injuries of a neoplastic nature.

3) LesionNature:Neoplastic, orUncertain Nature (group-
ing Non Neoplastic and Uncertain Nature). This third
level is specified only for the Suspect reports.

The strict relationship between the first three levels, shown
by the arrows in the schema of Fig. 2, is formalised by the
following rules:
A. The presence of even a suspicion of a neoplastic lesion

automatically classifies a First Exam as Suspect.
B. In certain cases, such as pneumonia or pulmonary em-

bolism, a First Exam can be labelled Suspect even with-
out suspicion of a neoplastic lesion. These cases are
referred to as non-neoplastic positives.

C. On the contrary, since radiological follow-ups are con-
ducted primarily to monitor the conditions of neoplastic
patients, if there is no suspicion of a neoplastic lesion, a
Follow-Up is automatically classified as negative, even
in the case of pneumonia or pulmonary embolism.

A. RADIOLOGY REPORTS DATASET
The dataset comprises 5, 752 categorised and anonymised CT
reports written in Italian. This involves the removal of the
names of the patient and the medical personnel. A collection
of 9, 581 uncategorised and anonymised reports was collected
for word representation enhancement (see Section IV-B1)
and for pre-training tasks such as for BERT models (see
Section IV-C). The reports available to us are text-only; CT
images are not included. These reports are the official output
of the Radiology Departments of the Spedali Civili di Brescia
for communication and documentation purposes. They con-
tain a description (typically verbless) of physician CT scan
observations (nodules, lesions, etc.), their comparison with
previous visits (e.g., if the size is the same as the previous
exam), and any indications that may rule out the presence of
specific symptoms or abnormalities (e.g., pleural effusion).

Our reports share the characteristic of non-standard lan-
guage with other clinical texts, including abbreviations, un-
grammatical language, acronyms, and typos. This is be-

cause reports are frequently written quickly or dictated to
speech recognition software. Additionally, abbreviations and
acronyms may be specific to the hospital or department in
question.

IV. ARCHITECTURES
A. ANNOTATION-BASED METHOD
This section provides an overview of the preceding system,
which relied on the annotation of relevant excerpts. The full
explanation can be found in [6].
The TextPro suite [47] was used to preprocess reports and

extract textual features. Subsequently, a Conditional Random
Field algorithm [48] was utilised to automatically identify
the most significant snippets, which were indicative of the
various classes. The data used to train this algorithm was
taken from a collection of reports that had been labeled by
hand. Machine learning techniques were used to classify
automatic annotations, and a set of heuristic rules defined
by radiologists was applied to derive the classification of the
report. This section outlines the key aspects of the annotation-
based approach.
The annotation process requires substantial effort, and

therefore only 346 reports were chosen, categorised, and
annotated by an expert physician in the original dataset.
This may not be sufficient to capture the complexity of the
classification problem to be addressed, which typically re-
quires many more reports annotated by multiple radiologists.
Furthermore, in real-world scenarios, some reports are de-
liberately cryptic and ambiguous, as patients have access to
them. Additionally, in the original dataset, a single concept is
often annotated without further elaboration, while its charac-
teristics, such as shape or size, are crucial for classification,
particularly in more complex real-world cases. For exam-
ple, the presence of a nodule on a chest tomography is not
sufficient to determine whether the patient has a neoplastic
lesion. If the nodule margins are clear and rounded, it can
be considered benign. In contrast, if the margins are irregular
or spiculated or if the nodule expands, a neoplastic lesion
cannot be ruled out. Therefore, the annotation of the word
‘‘nodule’’ is not sufficient to describe a specific condition
and can be present in both Non-Neoplastic and Neoplastic
reports. Furthermore, the ability of the CRF to capture long
and complex expressions, such as radiology concepts with all
their characteristics, is limited [48]. Although text annotations
can effectively highlight the most important sections of a
report from the original dataset, they cannot fully capture the
meaning of more complex real-world cases.

B. LSTM WITH ATTENTION METHOD
To address the significant challenges outlined in the preceding
section, we have developed an innovative LSTM-basedmodel
for hierarchical categorisation of radiology reports. Our sys-
tem, which eliminates the need for manual text annotation,
was evaluated using real-world reports obtained from the ra-
diology department of Spedali Civili di Brescia. This section
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delves into the pre-processing phase and the core components
of our system.

1) Pre-processing and input representation

The pre-processing phase utilises the ‘‘it_core_news_sm’’
model of spaCy3, a Python-based NLP tool, and consists of
the following steps:

I. Section segmentation: A radiology exam may examine
multiple body parts, and its report typically contains sec-
tions denoted by body part names in uppercase letters.
Our custom algorithm extracts the introduction (which
may include details about the type of exam), the section
related to the chest, and the conclusions.

II. Sentence segmentation, tokenization, and PoS tag-
ging: SpaCy splits the report into sentences and each
sentence into individual words; this is accomplished
using the spaCy Italian model (trained on a news article
collection). Part-of-speech (PoS) tags are then assigned
to each word.

III. Length standardisation: We analyse our dataset to
determine the appropriate maximum word count for a
report suitable for input into the neural network. 95% of
our reports contain less than 450words, so we set this as
the maximum length. If a report exceeds this length, we
remove prepositions, articles, and conjunctions to reach
the desired length. If it still exceeds themaximum length,
we select the first 450 words. This occurs in only 0.7%
of the dataset.

To construct the input for our neural network model, each
feature must be mapped to a real-valued vector [49]. Each
word in our corpus is represented by a 200-dimensional vector
obtained by applying theWord2vec [9] algorithm to both clas-
sified and unclassified reports in our dataset. Since the reports
are in Italian, we cannot use any pre-trained biomedical word
embeddings [50].

Similarly, we also include PoS embeddings in our input.
Each PoS tag is represented by a 10-dimensional vector ob-
tained by applying Word2vec to the PoS tag sequence.

2) Bidirectional LSTM

A RNN is a DL model used to process sequential data, such
as sentences in natural language. It is designed to avoid the
problems of gradient vanishing through the use of LSTM
cells [36], [51]. Given a document of lengthm, with each term
represented by a vector xi ∈ Rd (obtained by combining the
word embedding and the Part-of-Speech (PoS) embedding),
and the previous LSTM cell’s hidden state and cell state
(ht−1 and ct−1 respectively, with h0 and c0 initialised as
zero vectors), new hidden state ht and cell state ct values are

3https://spacy.io

computed as follows:

ht = tanh(ct)⊙ ot
ct = ĉt ⊙ it + ct−1 ⊙ ft
ĉt = tanh(Wc[hti , xt ] + bc)

ot = σ(Wo[hti , xt ] + bo)

it = σ(Wi[hti , xt ] + bi)

ft = σ(Wf [hti , xt ] + bf )

(1)

The sigmoid activation function σ is used, with ⊙ represent-
ing the element-wise product. The weight matrices Wf , Wi,
Wo,Wc and bias vectors bf , bi, bo, bc are randomly initialised
and learnt by the neural network during the training phase.
These matrices and vectors are of size (N + d)× N and RN

respectively, where N is the LSTM layer size and d is the
dimension of the feature vector for each input word. Vectors
in square brackets are concatenated on the last axis (columns).

Bidirectional LSTM not only processes the input sequence
in the order of the document, but also reverses [52]. Therefore,
we can calculate hr using the same equations as before, but
with words in opposite order. After obtaining ht in document
order and hrt in reverse order, the output of the t bidirectional
LSTM cell hbt is the combination of the two:

hbt = [ht , hrt ] (2)

3) Attention mechanism
LSTM neural networks have difficulty in maintaining con-
nections between words that are far apart [53]. This is espe-
cially true for long sequences, where hm may not be affected
by the initial words or may overlook some important words
while processing the entire document. The Attention Mech-
anism [14], [54] is designed to address these issues, taking
into account each hi and computing the weights αi for the
contribution of each word.

αi = softmax(vTui) =
exp(vTui)∑n
k=1 exp(v

Tuk)

ui = tanh(Wahi + ba)
(3)

whereWa ∈ RN×N , ba ∈ RN and v ∈ RN are trainable param-
eters of the attention mechanism. The attention mechanism
outputs the document representation, also called the context
vector:

s =
m∑
i=1

αihi (4)

C. BERT
BERT [18] is a Transformer-based architecture [17] that
uses multiple encoding layers to analyse a sequence of to-
kens (words or parts of words) to understand their meaning.
Each layer applies multiple self-attention mechanisms (called
heads) in parallel.
A Transformer consists of two components: a stack of

encoders and a stack of decoders. The encoders extract key
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information from a text, whereas the decoders generate output
from the extracted data. BERT, a model for creating vector
representations of words, only uses encoders and does not
include decoders. The number of encoders in the stack is
adjustable, but the original article suggests 12 of them [17].
For a sequence of tokens S of length N , this method

produces a matrix Ai,j ∈ RN×N , where i is the number of
the encoding layer and j is the head number. Each token
w ∈ S has a vector aw ∈ Ai,j that contains the attention
weights that indicate how much w is related to the other
tokens in S. To determine these weights, the token sequence
X ∈ RN×d is projected into three distinct representations,
known as key (K ), query (Q) and value (V ), in each head using
three matrices Wk , Wq and Wv.

K = X ×Wk

Q = X ×Wq

V = X ×Wv

(5)

The attentionweights are determined by taking the scaled dot-
product of Q and K , and then applying the softmax function.
The new token representation Z is obtained by multiplying
the attention weights by V .

A = softmax(
Q× K⊺

√
d

)

Z = A× V
(6)

where d is the length of the input representation of each token.
The multi-head attention mechanism employs multiple in-

dependent components, each generating a separate repre-
sentation. These individual representations are then consol-
idated and fed into a subsequent layer. As described in [17],
the multi-head attention mechanism is followed by a feed-
forward layer and residual connections. The output of one
encoding layer serves as the input of the next.

Leveraging a vast collection of documents, BERT is trained
on two objectives: Language Modelling, where BERT pre-
dicts a certain percentage (typically 15%) of words based
on contextual information, and Next Sentence Prediction, a
binary classification task where BERT determines whether a
pair of sentences belong to the same sentence, that is, whether
they were originally parts of the same sentence. For the latter
task, BERT introduces two special tokens: [CLS], whose rep-
resentation is employed for the binary classification task and
signifies the entire sequence, and [SEP], which separates the
two sentences. By learning these two tasks, BERT develops
a meaningful representation of each word and the ability to
summarise the most crucial information in a sentence. After
training, the model can be adapted using smaller datasets for
specific NLP tasks, such as Named Entity Recognition, text
classification, sentiment analysis, etc.

D. GPT-4
The GPT-4 (Generative Pre-trained Transformer 4) is a large
language model developed by OpenAI [55]. It is a huge
Transformer-based model trained on a massive dataset of

text and code that is capable of generating text, translating
languages, creating various types of content, and responding
to questions in an informative manner [56], [57]. It appears to
have up to 100 trillion parameters, which is significantlymore
than the 175 billion parameters of GPT-3 [58], [59] and the
1.5 billion parameters of GPT-2 [60]–[62]. This allows GPT-
4 to learn more complex patterns from the data and gener-
ate more sophisticated outputs compared to its predecessors.
Furthermore, it has been trained on a much larger and more
diverse dataset than previous versions, including text from
books, articles, code, and other sources in multiple languages.
Therefore, it reached a deeper and broader understanding of
textual content, allowing it to perform better on a wider range
of tasks [56]. GPT-4 consists of a decoder-only architecture
based on self-attentions and feed-forward neural networks.
Oppositely to BERT, it uses only the decoder part of the
Transformer model, essentially taking the sequence of hidden
states and generating a sequence of output tokens. In fact,
GPT models are specifically designed to generate text using
a decoder to predict the next word in a sequence given the
previous words in the sequence, in an auto-regressive manner.
GPT-4 was trained using self-supervised and supervised

learning techniques, which involved providing it with pairs of
input and target sequences. The input sequences were usually
text passages or code snippets, whereas the target sequences
were typically the continuation of the input sequences. To
train GPT-4, similarly to BERT’s training, a method called
masked language modelling was used. This method involves
randomly masking some of the tokens in the input sequence
and then training GPT-4 to predict the masked tokens based
on the remaining tokens in the sequence.
Recently, GPT-4 has become an intriguing and effective

tool for a variety of reasons [63]. It is capable of recog-
nising intricate patterns in the data and producing sophisti-
cated results. The Transformer architecture is ideal for natural
language processing tasks, as it is able to detect long-term
correlations in the data. Therefore, GPT-4 has a wide range
of potential applications, including the following:

• Text generation: generating text for a variety of pur-
poses, such as writing blog posts, articles, and even
books.

• Translation: translating text from one language to an-
other.

• Code generation: generating code for a variety of pro-
gramming languages.

• Question answering: answering questions in a compre-
hensive and informative way.

• Creative writing: generating creative content, such as
poems, storeys, and scripts.

An important aspect for an effective use of GPT-4, as in
the other LLM, is the way the prompt is composed, i.e., how
the prompting is performed. The prompt provides GPT-4 with
additional information about the desired output, helping gen-
erate more accurate and relevant outputs. In fact, the prompt
can be used to specify the genre, style, tone, and other aspects
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of the desired output. Moreover, some OpenAI guidelines
have been suggested for effective prompt writing to avoid
unwanted outputs or to produce outputs that violate its legal
terms [55].

The GPT-4 has the potential to be used for sentence clas-
sification, taking advantage of its question-answering capa-
bilities. To do this, the sentence classification task must be
transformed into a question-answering task. For example, if
the goal is to classify a sentence as either positive or negative,
the task can be rephrased as: ‘‘Is the previous (following)
sentence positive or negative?’’ and GPT-4 can then be used
to provide the answer, either ‘‘Positive’’ or ‘‘Negative’’. The
answer generated by the model will be the predicted class of
the sentence.

This approach to sentence classification has a number of
benefits:

• it is highly versatile and can be applied to a wide range
of tasks;

• it is highly accurate because LLMs have been demon-
strated to be very successful in question answering;

• it is highly efficient, as GPT-4 can generate answers to
questions in a short amount of time and without complex
pretraining in a zero-shot setup.

Additionally, GPT-4 can be used to classify sentences for
more complex tasks, such as sentiment analysis, topic identi-
fication, and natural language inference [24]–[26]. This task
can be changed into a question-answering task in a manner
similar to the example given earlier.

V. METHODOLOGY AND MODELS FOR HIERARCHICAL
CLASSIFICATION
Most of the text classification tasks in the literature are flat,
which means that they require documents to be associated
with one or more labels without any relation between them.
On the contrary, our project requires the provision of an
appropriate label for each level of the hierarchical schema
in Section III, to collect information on different aspects of
the radiology report, such as the type of examination, the
result of the examination or the location of any neoplastic
lesions. To achieve this, the main contribution of our work
is the development of an architecture that not only processes
the data, but also takes into account the results of other levels,
rules, and other domain knowledge set by radiologists. This
not only ensures predictions that are consistent with the pre-
defined rules but also improves the performance.

Firstly, we discuss the metrics used to evaluate the perfor-
mance and secondly our three distinct hierarchical techniques
and models for categorising a radiology report in accordance
with the proposed structure.

A. CLASSIFICATION METRICS
The classification metrics considered in our study are: Ac-
curacy, F1-score, Recall (also called Sensitivity), Specificity,
and Area Under the Receiver Operating Characteristic Curve
(ROC-AUC). In particular, the most relevant metric consid-
ered is F1-score, which is a good measure in unbalanced

FIGURE 3. A block of our hierarchical classification system. The words
have been translated into English to make it easier to understand.

classification tasks because it does not favour the majority
class as is. Considering True Positive (TP) the number of sam-
ples correctly classified as positive, True Negative (TN) the
number of samples correctly classified as negative, and False
Positive (FP) the number of samples erroneously classified
as positive and False Negative (FN) the number of samples
erroneously classified as negative, the previous metrics could
be described as follows:

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(7)

Recall =
TP

TP+ FN
(8)

Specificity =
TN

TN+ FP
(9)

F1 =
2TP

2TP+ 2FN+ FP
(10)

The Receiver Operating Characteristic Curve is the plot of the
True Positive Rate (Recall) against the False Positive Rate
(Specificity) at each threshold setting. The area under this
curve is a value between 0 and 1 that measures the goodness of
the classifier, which is considered optimal with a ROC-AUC
value of 1.

B. LSTM WITH ATTENTION MODELS
We investigate three different models based on LSTMwith an
Attention Layer on top. These models vary in the way hier-
archical information is processed and combined to complete
the hierarchical classification task. From a practical point of
view, splitting samples after a classification level to solve
the next classification level can be detrimental to the DL
architecture training procedure due to a lack of training data
or an unbalanced classification task. Therefore, it is essential
to analyse different approaches for an effective hierarchical
classification.

1) Classification block
Our hierarchical classification (illustrated in Fig. 2) is com-
posed of a series of blocks, which are trained with different
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FIGURE 4. Model A (Section V-B2). A single classification block provides the Result without any relation with the Exam Type block. Then the Suspect
samples are classified by the Lesion Nature block, which does not have as input information from the Exam Type block.

FIGURE 5. Model B (Section V-B3). Each box symbolises a classification block. In this model, if the report is classified as the First Exam, a distinct block
gives the Result for the First Exam, otherwise a different one gives the Result for Follow-Up.

FIGURE 6. Model C (Section V-B4). This model classifies whether a report is a First Exam or a Follow-Up, if there is a potential neoplastic lesion, and if it is
a Non-Neoplastic Positive. The overall Result is determined by applying the rules outlined in Section III and the Stable or Prog. Relapse Block.
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training sets and combined according to a set of rules es-
tablished by radiologists during the development of the clas-
sification schema (as described in Section III). Each block,
shown in Fig. 3, consists of:

• two parallel embedding layers that provide the pre-
trained embedding representation of each word and PoS-
tag in a report, which are then combined into a single
input vector;

• a bidirectional LSTM layer that transforms the input
sequence in a recurrent embedding space;

• an attention mechanism that weighs the importance of
each word for the classification task and provides the
document representation;

• on output layer responsible for providing the classifi-
cation. If it is a binary classifier, it consists of a single
neuron with Sigmoid activation. If it is a multiclass
classifier, it is composed of n neurons, where n is equal
to the number of classes, and the activation is Softmax.

2) Model A
Model A (Fig. 4) is the simplest architecture, combining the
two configurations of the Result level into one. It only has
three classification blocks, one for each level, such as the
following:

• the Exam Type Block is used to determine if the report
is a First Exam or a Follow-Up trained on the entire
training set.

• the Result Block classifies the report as either Negative
or Suspect, combining the twoNegative categories of the
First Exam and Follow-Up. Even this is trained on the
whole training set.

• the Lesion Nature Block is a neural network that is
trained with the entire training set, excluding Negative
reports. If the Result block classifies a report as Suspect,
then the Lesion Nature Block will process it. This block
is used to differentiate between Uncertain and Neoplas-
tic.

3) Model B
As shown in the classification schema, Model B (Fig. 5)
separates the computation of the Result level between two
different classification blocks:

• the Result (First Exam) Block, which is used to deter-
mine if the report is Suspect orNegative. It is trainedwith
all the First Exams in our training set.

• the Result (Follow-Up) Block, which indicates whether
the report is Suspect or Negative. It is trained with all the
Follow-Ups.

If the report is identified as First Exam, it is handled by
the Result (First Exam) Block. On the other hand, if it is
classified as Follow-Up, it is processed by the Result (Follow-
Up) Block. If the report is not Negative, another neural net-
work can accurately predict the Lesion Nature level, similar
to Model A.

4) Model C
Model C (illustrated in Fig. 6) is themost complex of the three
models. It follows the guidelines outlined in Section III. The
Exam Type Block predicts if the report is a First Exam or
a Follow-Up, as with the two previous models. The Suspect
Block is designed to identify if a report is suspected to contain
a neoplastic lesion, according to the rules of Section III. It
is trained on a re-labelled version of the dataset, with the
labelling modification procedure described as follows:

• If the outcome of both Follow-Up and First Exam are
Negative, then the report is deemed to be not Suspect.

• If the Result is Suspect, we check the classification of
the Neoplastic level and if it is Uncertain or Neoplastic,
the report is considered Suspect.

• If it is Non Neoplastic, the report is considered Negative.
Following Rule C in Section III, if a Follow-Up is classified
as Non-Suspect, then the result can be automatically set as
Negative. If Rule A is applied and the First Exam is deemed
to be Suspect, then the outcome is Positive. Despite the fact
that some First Exam are deemed Suspect even in the absence
of a neoplastic lesion (Rule B), we have created the Non
Neoplastic Positives Block to identify these particular cases.
If the First Exam is classified as Suspect or Non-Neoplastic
Positive, then the result is labelled as Positive. We used the
entire dataset with the appropriate labels for training.

C. BERT METHODOLOGY AND MODELS
To assess the effectiveness of BERT in this intricate setting,
we employ BioBIT, an improved biomedical language model
for Italian made by Buonocore et al. [64]. This model is based
on the BERT-Base-Italian-XXL-Cased version,4 a famous
BERT solution for the Italian language made by the Bavarian
State Library. The authors leveragedmachine translation from
Google NMT to obtain an Italian biomedical corpus based
on the English PubMed abstracts that could be large enough
(gigabytes of text) to effectively train BioBIT. In addition,
they used theWordPiece tokenizer for compatibility with out-
of-vocabulary words in the biomedical corpus. We consider
the BioBIT pre-trainedweights publicly available on theHug-
gingFace author’s page5 in compound with its tokeniser and,
to adapt this model to our use case, we train it for tasksMask
Language Model and Next Sentence Prediction, using 9, 581
unclassified reports from the same hospital. Subsequently,
we fine-tuned the model using our supervised training set,
employing the AdamW [65] optimiser with a learning rate
of 2 · 10−5 and ϵ value 1 · 10−8, a batch size 8, 4 epochs.
Moreover, we use a learning rate scheduler that linearly de-
creases the learning rate to zero, without using warm-up steps
(warmup_steps = 0).Wefine-tuned themodel to solve binary
classification tasks, one for each classification level (Exam
Type, Result, Lesion Nature), adding a linear layer with two
output neurons on top of the pooled output of BERT and
training the whole model without freezing parts, as shown

4https://huggingface.co/dbmdz/bert-base-italian-xxl-cased
5https://huggingface.co/IVN-RIN/bioBIT

10 VOLUME 11, 2023

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2024.3402066

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Olivato et al.: Language Models for Hierarchical Classification of Radiology Reports with Attention Mechanisms, BERT and GPT-4

in Figure 7. For each classification level, performance was
evaluated using a 10-fold cross-validation approach, resulting
in 10 trained models with different training and validation
sets. The median and averages of the metrics obtained by the
cross-validation procedure are calculated for comparisonwith
other approaches; in particular, we consider the median value
as the reference performance because it is robust to outliers
(i.e., particularly good or bad folds).

FIGURE 7. The BERT classification model. The words are tokenised before
the BERT model processes the sequence, and then a binary linear layer is
applied to the output of BERT to solve the classification task.

D. GPT-4 PROMPTING METHODS
In Table I are shown the Italian prompts (and the correspond-
ing translated versions) used to perform the classification task
using GPT-4 through its API6. We defined three different
prompts for the investigation named Simple, Result Refined
and Experts Group respectively.

The Simple prompt is a first attempt based on the ‘‘Per-
sona’’ Pattern and following the best practise described
in [23]. In prompt engineering, a Persona pattern actually
involves taking the LLM to the role of a character to get the
desired response. In our case, the prompt asks GPT-4 to play
the role of an expert Italian radiologist who has to classify
CT reports made by other radiologists. Then we present the
different classes, their meaning, and what the labels are asso-
ciated with each class. Finally, we instruct the LLM on how
to present the results and what the output schema is that it has
to follow.

The Result Refined prompt is based on the Simple prompt
but with some improvements. Taking into account the sim-
plification made in the original hierarchical classification
schema (Fig. 1) especially for the Result level, the Suspect
class in the new schema (Fig. 2) could be difficult to predict
or in some way confusing for the LLM due to the grouping
of several classes that do not exactly have the same mean-
ing (Positive, Stable, Prog. Relapse). On the other hand, the
Negative class is practically the same and, generally speaking,
is easier to explain and understand. Therefore, in the Result
Refined prompt, the description of the Negative class and
what kind of report should be classified asNegative have been
refined and extended, with also a better description of the
Suspect class. Moreover, we add to the output description a

6https://chat.openai.com/

statement forcing the model to respond following the classi-
fication scheme, even if it does not have enough information
or is uncertain.
The last prompt called Experts Group is inspired by the

Tree-of-Thought (ToT) pattern [66]–[68] for prompt engi-
neering, and in particular the ‘‘Experts Group’’ pattern. The
Experts Group pattern is a method for generating text based
on the opinions of a group of experts used by the ToT
framework. This method can be used to generate text that
is more accurate and reliable than the text generated by
a single expert. Therefore, the LLM will play the role of
a group of Italian expert radiologists who have to classify
CT reports made by other radiologists following the new
hierarchical classification schema. In particular, we ask the
model to continue to think about the classification labels until
all three experts agree. Moreover, we maintain the prompt
enhancements introduced in the Result Refined prompt for
the classification of the Result level.
Although providing examples as an extended context is in

the prompting best-practises [22], [23], we do not evaluate or
prompt adding positive and negative examples in the context
because it could lead GPT-4 to be polarised on them losing
generalisation capabilities. In particular, many of our Italian
reports present a very cryptic and ambiguous language which
could confuse the LLM to focus on particular expressions
or unrelevant adjectives instead of considering the whole
meaning of the reports.

VI. EXPERIMENTAL RESULTS
In this Section, we present the results of different archi-
tectures previously introduced in Section IV following the
methodology proposed in Section V. For the LSTM with
Attention Models we compare and discuss the performance
of three different architectures (Section V-B) to identify the
best model that will be compared with the other approaches.
As introduced in Section V-D, we evaluate different prompts
and in the following section we compare the results of these
prompts for each of the three classification levels shown in
Fig. 2. Finally, we compare the old method based on anno-
tations, the LSTM with Attention method, and GPT-4 with
results from BERT discussing the best overall approach.

A. BEST LSTM WITH ATTENTION MODEL
We evaluated the performance of our three different architec-
tures described in Section V-B based on LSTM with Atten-
tion. We implemented them using the Keras [69] library with
Tensorflow [70] back-end. To optimise the learning phase and
avoid overfitting, we performed a random hyperparameter
search [71] and used a validation set of 20% of the train-
ing reports for each classification block. We then evaluated
the entire model in 10-fold cross-validation using accuracy
(Acc.), macro-averaged F1-score (F1), macro-averaged recall
(Rec.) also called Sensitivity, Specificity (Spec.) and the Area
Under the Receiver Operating Characteristic Curve (AUC).
The results of our hierarchical classification models are

presented in Table II. The standard deviation of the 10-fold
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TABLE I. Different prompts used to instruct GPT-4 about the classification task to solve with respect to the italian CT reports. On the left side is the Italian
prompt used for the classification task, and on the right is the English version to help non-Italian readers. The part of the prompt describing the character
to be used by GPT-4 for role-playing is coloured teal, the classification task and its associated labels are coloured purple, and the instructions for
generating and formatting the output are coloured blue.

Prompt Italian English

Simple

Sei un medico radiologo italiano che deve classificare il testo di
un referto radiologico fatto da altri medici su pazienti che hanno
avuto o che sono sospetti di avere un tumore nella zona polmonare
(polmone, pleura, mediastino). Le classificazioni da fare sono: 1)
TIPO ESAME: se è un referto relativo ad un PRIMO ESAME o ad
un controllo di FOLLOW-UP. 2) RISULTATO ESAME: NEGATIVO
oppure in tutti gli altri casi è SOSPETTO. 3) NATURA LESIONE:
NEOPLASTICO o in tutti gli altri casi è di NATURA DUBBIA.
Rispondimi solamente rispettando lo schema: 1: 2: 3:

You are an Italian radiologist who needs to classify the text of a
radiological report made by other doctors on patients who have had
or are suspected of having a tumor in the lung area (lung, pleura,
mediastinum). The classifications to be made are: 1) TYPE OF
EXAM: if it is a report related to a First Exam or a FOLLOW-UP
check. 2) EXAM RESULT: NEGATIVE or in all other cases it is
SUSPECT. 3) NATURE OF THE LESION: NEOPLASTIC or, in all
other cases, is of UNCERTAIN NATURE. Please respond only to the
scheme: 1: 2: 3:

Result
Refined

Sei un medico radiologo italiano che deve classificare il testo di un
referto radiologico fatto da altri medici su pazienti che hanno avuto o
che sono sospetti di avere un tumore nella zona polmonare (polmone,
pleura, mediastino). Le classificazioni da fare, con le relative etichette
in maiuscolo, sono: 1) TIPO ESAME: se è un referto relativo ad
un PRIMO ESAME, oppure ad un controllo di FOLLOW-UP. 2)
RISULTATO ESAME: NEGATIVO se non presenta tumori o masse
sospette, oppure in tutti gli altri casi è SOSPETTO. 3) NATURA LE-
SIONE: NEOPLASTICO, oppure in tutti gli altri casi è di NATURA
DUBBIA. Rispondi solamente con i valori delle etichette rispettando
il seguente schema (anche quando pensi di non avere abbastanza
informazioni): 1: 2: 3:

You are an Italian radiologist who needs to classify the text of a
radiology report made by other doctors on patients who have had
or are suspected of having a tumour in the lung area (lung, pleura,
mediastinum). The classifications to be made, with the corresponding
labels in uppercase, are: 1) TYPEOFEXAM:whether it is a report re-
lated to a First Exam, or a FOLLOW-UP check. 2) EXAM RESULT:
NEGATIVE if it does not present tumours or suspicious masses, or
in all other cases, it is SUSPECT. 3) NATURE OF THE LESION:
NEOPLASTIC, or in all other cases is of UNCERTAIN NATURE.
Respond only with the labels values with respect to the following
scheme (even when you think you do not have enough information):
1: 2: 3:

Experts
Group

Siete un gruppo di medici esperti italiani che deve classificare il testo
di un referto radiologico fatto da altri medici su pazienti che hanno
avuto o che sono sospetti di avere un tumore nella zona polmonare
(polmone, pleura, mediastino). Continua a pensarci fino a che tutti e
tre gli esperti non sono d’accordo. Le classificazioni da fare, con le
relative etichette in maiuscolo, sono: 1) TIPOESAME: se è un referto
relativo ad un PRIMO ESAME, oppure ad un controllo di FOLLOW-
UP. 2) RISULTATO ESAME: NEGATIVO se non presenta tumori
o masse sospette, oppure in tutti gli altri casi è SOSPETTO. 3)
NATURA LESIONE: NEOPLASTICO, oppure in tutti gli altri casi
è di NATURA DUBBIA. Rispondi solamente con i valori delle
etichette rispettando il seguente schema (anche quando pensi di non
avere abbastanza informazioni): 1: 2: 3:

You are a group of Italian expert doctors who need to classify the
text of a radiological report made by other doctors on patients who
have had or are suspected of having a tumour in the lung area (lung,
pleura, mediastinum). Continue to think about it until all three experts
agree. The classifications to be made, with the corresponding labels
in uppercase, are: 1) TYPE OF EXAM: whether it is a report related
to a First Exam, or a FOLLOW-UP check. 2) EXAM RESULT:
NEGATIVE if it does not present tumours or suspicious masses, or
in all other cases it is SUSPECT. 3) NATURE OF THE LESION:
NEOPLASTIC, or in all other cases, it is of UNCERTAIN NATURE.
Respond only with the values of the labels respecting the following
scheme (even when you think you do not have enough information):
1: 2: 3:

TABLE II. Performance comparison of our different LSTM with Attention models. They are compared and evaluated in terms of accuracy (Acc.), F1-score
(F1), Recall (Rec.), Specificity (Spec.) and ROC-AUC (AUC). The best and the second-best results are in bold and underlined, respectively. Model C is the
best-performing model for every classification level.

Model A Model B Model C
Class. Levels Acc. F1 Rec. Spec. AUC Acc. F1 Rec. Spec. AUC Acc. F1 Rec. Spec. AUC
Exam Type 96.2 96.0 98 92.5 93.4 96.2 96.0 97.9 92.4 93.3 96.2 96.0 98.2 92.7 93.6
Result 77.4 72.7 82.5 73.9 83.2 77.1 72.5 81.8 73.2 79 81.2 72.8 83 74.1 83.6
Lesion Nature 72.9 70.7 78.4 68.2 73.5 72.8 70.4 77.6 68.1 73.1 73.2 71.2 79.2 68.8 74

cross-validation ranged from 0.7% to 2.8%, which was not
included in Tables II for simplicity. Despite the complexity of
the architecture, Model C, illustrated in Fig. 6, outperforms
the other models in almost all three classification levels.
The classification of the Exam Type at the first level of the
classification hierarchy results in the simplest task to solve
for all models. They achieve practically the same perfor-
mance with respect to Accuracy (96.2%) and F1 (96.0%), but
for other metrics (Recall, Specificity, ROC-AUC) Model C
shows the highest values (98.2%, 92.7%, 93.6%). Consider-
ing the Result level, Model C is the best model to solve this
particular task, reachingAccuracy 81.2%, F1 72.8% andAUC
83.6%, while Model A, illustrated in Fig. 4, is the second-
best. However, it is important to note that the results of all
three models are very similar on the second level in terms

of F1-score but Model C differs in terms of Accuracy and
AUC, focussing more on the positive samples in the class.
The third level (Lesion Nature) proves to be the most difficult
task to solve in both the metrics considered because of the
reduced number of reports used to solve the task. Being the
last level in the classification hierarchy leads to a reduction in
the number of reports with respect to the output classification
of the blocks in the previous levels. Model C reaches 73.2%
Accuracy, 71.2% F1 and 74 AUC in the Lesion Nature level
with small differences compared to the other models. Also,
for the last classification level, Model A results in the second-
best model.

These results show that Model B, illustrated in Fig. 5, is
the worst approach compared to the others. We argue that
splitting data after the Exam Type level and classifying the
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TABLE III. GPT-4 Prompts results. The Acc. stands for Accuracy, Rec. for Recall (Sensitivity), Spec. for Specificity, AUC for Area Under the Receiver
Operating Characteristic Curve. The best and the second-best values are in bold and underlined, respectively. The Result Refined prompt is the best
prompt for GPT-4 overall.

Simple Result Refined Experts Group
Class. Levels Acc. F1 Rec. Spec. AUC Acc. F1 Rec. Spec. AUC Acc. F1 Rec. Spec. AUC
Exam Type 91.9 88.5 81 98.7 89.9 92.3 89.3 83.4 97.8 90.6 92.0 88.9 82.7 97.8 90.3
Result 67.4 65.0 88.7 56.4 72.5 70.9 67.5 88.3 61.8 75 70.0 66.8 87.9 60.8 74.3
Lesion Nature 82.9 64.5 60.7 92.6 76.6 81.0 64.6 62.4 92.6 77.5 80.2 63.1 61.5 92.4 77

FIGURE 8. Improvement in macro-average accuracy when increasing the size of the training set for Models A (red curve), B (blue curve), and C (green
curve) in 10-fold cross validation. On the x-axis there is the percentage of the training set used for training the model, while on the y-axis there is the
accuracy for both the First Exams and Follow-Ups at the Result and Lesion Nature levels.

reports in two different groups significantly reduce the num-
ber of reports present in the dataset passed to the Result (First
Exam) and Result (Follow-Up) blocks. A poor classification
performance for the Result level caused by the dataset split-
ting impacts also the Lesion Nature level, which is trained
with reports classified as Suspect from the previous blocks
rejoined. In contrast, the Model C architecture, which results
in the best model, gives for both the Exam Type, Suspect and
Non-Neoplastic Positive blocks the same number of reports
resulting in large datasets for blocks training. Moreover, this
architecture takes care of different problems in the previ-
ous classification schema described in Section III, training
specific classification blocks to mitigate them, and finally
training the Lesion Nature Block. Furthermore, as illustrated
in Fig. 8, Model C outperforms the other two models even
when only 50% of the number of samples in the training set
is used. This is especially noteworthy since biomedical NLP
often relies on small datasets [72]–[74].

Considering the hierarchical classification schema de-
picted in Fig. 1, the Uncertain class poses the greatest
challenge, as demonstrated by the inter-annotator agreement
study conducted in [6]. In this analysis, a second radiologist
was assigned to classify all 68 reports in the original test set.
Perfect agreement was observed at the Exam Type level of
the classification schema, with a 93% agreement at the Result
level and a mere 73% agreement at the Lesion Nature level.
The majority of disagreements at the third level stemmed
from the Uncertain class, with 78% of uncertain reports clas-
sified as such by one of the two radiologists. Distinguishing
between the Neoplastic and Uncertain classes appears to be

themain challenge, with 61% of the disagreements at the final
level falling into this category. We deem these reports to har-
bour the most sensitive information and their language to be
the most obscure and enigmatic. Furthermore, we believe that
certain cases can be classified as eitherUncertain orNeoplas-
tic depending on the doctor’s discretion. Consequently, we opt
to merge the Neoplastic and Uncertain classes into a single
Uncertain class to improve performance, as illustrated in the
revised schema shown in Fig. 2. Radiologists have affirmed
that this simplification does not compromise the validity of
the classification procedure, which is focused primarily on
identifying neoplastic lesions with high precision.

Addressing a crucial aspect, we emphasise the significant
impact of data scarcity on prediction accuracy [75], par-
ticularly for lower-level categories such as Lesion Nature,
which are only present in the 2, 248 non-negative reports. As
depicted in Fig. 8, we illustrate the accuracy enhancements of
our proposed architectures for the Result and Lesion Nature
levels as the dataset size expands. Our models were trained
using varying proportions of the training set while employ-
ing the same test set. The absence of unclassified reports
undoubtedly hinders the performance of our classification
system. In fact, while conventional Word2vec models are
typically trained on millions of documents [50], our word
representation is trained on a mere 10K reports. We firmly
believe that even a modest increase in the unclassified report
count would translate into better performance.
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TABLE IV. Predictive performance of the Annotation-based Model on
different Classification Levels (class. Levels) of the hierarchy. Accuracy is
abbreviated with ‘‘Acc.’’; ROC-AUC is abbreviated with ‘‘AUC’’.

Annotation-based Model
Class. Levels Acc. F1 Recall Specificity AUC
Exam Type 96.0 95.8 95.2 91.9 95.2
Result 75.6 70.8 83.5 71.3 77.4
Lesion Nature 66.3 62.3 73.7 61.6 67.7

B. GPT-4 PROMPTS RESULTS
Table III compares the classification performance in terms of
Accuracy (Acc.), macro-averaged F1, macro-averaged Recall
(Rec.), Neoplastic (Spec.) and ROC-AUC (AUC) for the
different classification levels obtained by the three different
prompts described in Section V-D.

The Exam Type classification level is the simplest level to
classify for GPT-4 with the different suggested prompts. In
this task, in which the model has to classify the report as First
Exam of Follow-Up, the Result Refined prompt shows the
best performance, reaching 92.3% Accuracy, 89.3% F1 and
90.6% AUC, with the other prompts very close to it. Only
considering specificity, the Result Refined performs second
best on par with the Experts Group behind the Simple prompt.

The Result Refined prompt confirms to be the best even for
the classification of the Result level with 70.9% Accuracy,
67.5% F1 and 75% AUC followed by the Experts Group
prompt, which is the second best only for a small margin. On
the other hand, Simple prompts show to be not effective on the
Result level, losing 2% on average in terms of F1 and AUC
with respect to the others.

In the classification of the Lesion Nature, which is the
last classification level, the Simple prompt reaches the best
results in terms of Accuracy, 82.9%, and Specificity, 92.6%,
followed by the Result Refined prompt with Accuracy 81.0%
and the same Specificity value. On the contrary, the Result
Refined prompt reaches the best result in terms of F1 (64.6%)
and AUC (77.5%) followed by the Simple prompt for F1 and
by the Experts Group for the ROC-AUC.

Taking into account all three classification levels, the Re-
sult Refined is shown to be the best prompt to use with GPT-
4 for hierarchical classification in general, and the Experts
Group prompt results are shown to be the second-best one.

C. RESULTS COMPARISON
Table IV shows the performance results achieved by the
original Annotation-based system [6], that we consider as
our baseline, while Table V shows the results of our new
approaches; specifically, Table V compares the performance
of our fine-tuned BERT model, the best LSTM with the
Attention model outlined in Section VI-A (Model C), the best
prompt-based results introduced in Table III (Result Refined).

With respect to the baseline, the results of the new ap-
proaches show better performance under almost all condi-
tions. The LSTM with Attention (Model C) and BERT mod-
els outperform the baseline results by a considerable mar-
gin, especially for the Result and Lesion Nature levels. The

Annotation-based Model is still better than the best GPT-4
prompting technique (Result Refined) in the first two levels
(Exam Type and Results), but it shows lower performance in
the Lesion Nature level. The GPT-4 prompting technique has
difficulty in correctly classifying the Result level, even if the
prompt was specifically engineered for that purpose. In fact,
the best GPT-4 prompting technique for the last classification
level beats the baseline in Accuracy, F1 and ROC-AUC by
15%, 2% and 10% points, respectively.
Regarding the BERT model, Table VI shows the result

of the 10-fold cross-validation for all relevant metrics. We
compute the median, mean, and standard deviation for the
Accuracy, F1, Recall, Specificity and ROC-AUC measures
to obtain a robust value for the performance evaluation of
each measure. In terms of standard deviation, the Exam Type
classification level is deemed the level with less variability
between folds. In contrast, the Result level shows the highest
variability between fold results, and in particular for the speci-
ficity measure. This measure shows the highest variability for
all three classification levels as a result of the difficulty in cor-
rectly predicting negative samples. When comparing median
and mean values, we notice the presence of outlier values in
the fold results. In fact, the medians for the Exam Type and
Result levels are slightly better than the corresponding means
indicating the presence of folds with considerably lower val-
ues in performance than in the median case. In contrast, at the
level of Lesion Nature level the higher means with respect to
the medians in almost all measures indicates the presence of
particularly good fold results. For the comparison between
BERT and other solutions, we consider the median value for
each metrics, to avoid the influence of outlier values in the
comparison.
In general, we can say that for all three classification

levels, BERT achieves a performance higher than 80% in
terms of Accuracy, F1-score and ROC-AUC, which are the
most important performance measures. The level of Lesion
Nature shows to be the most difficult classification level.
This can be attributed to two primary factors. First, as noted
in [29], there is a lack of consensus among physicians on
the identification of Uncertain Nature cases, often leading
to misclassification as Negative or Neoplastic reports. We
hypothesise that these reports contain the most sensitive in-
formation, rendering their language particularly ambiguous
and enigmatic. Furthermore, certain reports are plausible to
be classified as either Uncertain or Negative depending on
the individual physician’s judgement. Second, the third level
is solely applicable to non-negative reports, thereby limiting
the number of reports (fewer than 2000) available for fine-
tuning the BERT model.
In general, when comparing the results obtained by BERT

with those of the other models, we can observe that BERT
almost always performs best in Accuracy, F1-score and ROC-
AUC for all three classification levels. For the Exam Type
classification, BERT is only 0.01% less than the best LSTM
with the Attention model (Model C) in terms of F1 and only
0.6% in terms of ROC-AUC, which is practically equivalent
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TABLE V. Predictive performance of the best model based on LSTM with Attention Mechanism (Model C), BERT, and GPT-4 on the different Classification
Levels (class. Levels) of the hierarchy. They are compared and evaluated in terms of accuracy (Acc.), F1-score (F1), Recall (Rec.), Specificity (Spec.) and
ROC-AUC (AUC). The best and the second-best values are in bold and underlined, respectively. BERT is the best-performing model overall.

LSTM + Att. BERT GPT-4
Class. Levels Acc. F1 Rec. Spec. AUC Acc. F1 Rec. Spec. AUC Acc. F1 Rec. Spec. AUC
Exam Type 96.2 96.0 98.2 92.7 96.3 96.2 95.9 95.7 93.3 95.7 92.3 89.3 83.4 97.8 90.6
Result 81.2 72.8 83 74.1 83.6 87.5 84.4 84.6 75.9 84.6 70.9 67.5 88.3 61.8 75
Lesion Nature 73.2 71.2 79.2 68.8 74 82.8 82.4 82.3 85.6 82.3 81.0 64.6 62.4 92.6 77.5

TABLE VI. Accuracy (Acc.), F1, Recall (Rec.), Specificity (Spec.), ROC-AUC
(AUC) metrics calculated over the 10 folds for the BERT model,
considering the median (Med.), mean (µ) and standard deviation (σ). The
median is the reference value due to its robustness to outliers.

Exam Type Result Lesion Nature
Med. µ ±σ Med. µ ±σ Med. µ ±σ

Acc. 96.2 96.1 ±0.8 87.5 87.2 ±2.1 82.8 82.9 ±1.9
F1 95.9 95.8 ±0.9 84.4 83.8 ±2.5 82.4 82.5 ±1.9
Rec. 95.7 95.5 ±1.1 84.6 83.4 ±2.7 82.3 82.5 ±1.9
Spec. 93.3 93.2 ±2.4 75.9 74.8 ±5.2 85.6 85.1 ±3.0
AUC 95.7 95.5 ±1.1 84.6 83.4 ±2.7 82.3 82.5 ±1.9

to it. The BERT model loses 2.5% in Recall with respect
to the LSTM-based one, but still considerably better than
GPT-4 on the same metric. Although GPT-4 has the worst
performance with respect to accuracy, F1 and ROC-AUC,
it achieves the best specificity value (97.8%), while BERT
achieves the second best (93.3%).
For the Result classification task, BERT achieves Accuracy

87.5%, F1 84.4% and ROC-AUC 84.6%, with a considerable
margin in Accuracy (around 6%) and in F1 (11%) from the
second best (LSTM +Att.), and a small margin (1%) in ROC-
AUC. On the other hand, GPT-4 shows particularly good
performance in Recall, achieving 88.3%, followed by BERT
with 84.6%, but it shows very low values on other important
metrics.

For the Lesion Nature task, BERT results the best model
with a considerable performance gap of 11% and 5% with
respect to the second best, in terms of F1 and ROC-AUC,
respectively. LSTM with Attention is the second-best model
in terms of F1 and Recall, while GPT-4 results the second best
in terms of Accuracy (with only 1% less than the best) and
ROC-AUC. Similarly to the first classification level (Exam
Type), GPT-4 shows the best performance in terms of Speci-
ficity, achieving a remarkable 92.6% followed by BERT with
85.6%.
The results of our experimental analysis confirm the ca-

pability of BERT to provide very good performance, with
improvements with respect to the LSTM-based models that
are particularly notable for the Result and Lesion Nature
tasks, which are the most interesting classification levels. For
the Exam Type level, the results of BERT are practically
equivalent to those of the LSTM with Attention model and
are better than the best GPT-4 prompt, confirming BERT as
the best model overall.

Despite the poor results obtained by GPT-4 in the main
metrics, its performance is nevertheless noteworthy consid-
ering that we did not fine-tune the model, and we did not pro-

vide any example in the prompt context for reasons previously
discussed in Section V-D. Furthermore, GPT-4 shows good
performance in identifying negative samples, due to the high
Specificity values for the first and third classification levels,
and good Recall for the second level (Result).

VII. CONCLUSIONS AND FUTURE WORK
Our research demonstrates that a deep learning-based ap-
proach can effectively automate the classification of Italian
CT reports, potentially leading to significant improvements in
efficiency and a reduction in workload within the healthcare
domain. This work presents a novel solution that uses a fine-
tuned Italian-based BERTmodel, outperforming our previous
approach based on traditional machine learning and manual
annotations across all three classification tasks (Exam Type,
Result, and Lesion Nature). This achievement highlights the
potential of deep learning models for automating complex
medical report classification tasks, potentially freeing up
valuable time for radiologists and other healthcare profession-
als. Furthermore, our findings provide valuable information
on specific aspects of model performance and open the door
to exciting future research directions. In particular, while
GPT-4 showed promising results for certain classification
levels in a zero-shot setting, more research is needed to com-
prehensively compare its capabilities with other deep learning
models and refine prompt design strategies [22], [23], [66],
[68].
For the sake of completeness, we tried to ensemble our

models using simple approaches (bagging, voting, etc.) to
investigate if performance can be improved, but we did not
obtain better results. The BERT model, which performs con-
siderably better than the other models, is penalised by the
erroneous predictions made by LSTMwith Attention and (or)
GPT-4 prompts, which increases the overall error and reduces
performance. Therefore, a possible investigation for future
work is to study more sophisticated ways of ensembling the
differentmodels that we have studied, taking also into account
that the GPT-4 prompting technique relies on an API-based
prediction, and so its availability is dependent on the network
connection and OpenAI server uptime.
Beyond performance improvements, this work paves the

way for advances in explainable artificial intelligence (XAI)
within the medical domain. Our aim is to explore the inte-
gration of XAI techniques to improve the interpretability of
model decisions, allowing healthcare professionals to gain
deeper insight into the rationale behind classifications and
fostering trust in the system. In addition, we plan to investi-
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gate the potential for attention mechanisms within deep learn-
ing models to identify key sections within CT reports that
significantly influence classification [76]. This line of inquiry
has the potential not only to improve model performance, but
also to provide valuable information about the report sections
that are most crucial for accurate diagnoses.

Finally, we aim to evaluate the generalisability of our ap-
proach by applying it to the classification of reports from
other body parts, such as the abdomen or the encephalon.
This exploration may necessitate adaptations or extensions
to the current classification schema, which fosters a more
comprehensive and generalisable solution.

In conclusion, this work represents a significant step for-
ward in automating medical report classification using deep
learning, offering promising avenues for further advancement
that can ultimately benefit healthcare professionals and pa-
tients alike.
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