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on the asymptotic behavior of the magnetic and electric field 
at infinity. We show moreover that the decay conditions on 
the magnetic and electric field are sharp. Analogous results 
are obtained for purely magnetic Dirac operators.
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1. Introduction and outline of the paper

In this paper we study the point spectrum of the Pauli operator in L2(R3, C2) formally 
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HA,V =
(
σ · (P −A)

)2 + V. (1.1)

Here P = −i∇ denotes the momentum operator, A ∈ L2
loc(R3, R3) is a magnetic vector 

potential, σ = (σ1, σ2, σ3) is the set of Pauli matrices, see equation (2.1) below, and V is a 
potential function which associates to each x ∈ R3 a two by two Hermitian matrix V (x). 
We refer to equations (4.4) and (4.5) for a more precise definition of HA,V . The free Pauli 
operator HA,0 represents a quantum Hamiltonian of a particle with spin 1

2 interacting 
with a magnetic field B = curlA, see e.g. [23] for further reading and references.

Our aim is to find sharp conditions on B and V under which the operator HA,V has 
no eigenvalues above a certain critical energy.

The absence of discrete eigenvalues of HA,V , also in dimensions higher than three, 
can be deduced from the results of [10], where the authors show, via the method of 
multipliers, that if B and V satisfy certain smallness assumptions, then HA,V has no 
eigenvalues at all.

The absence of eigenvalues at the threshold of the essential spectrum, typically zero, 
is also well understood, at least in the case V = 0. A sharp criterion for zero to be 
an eigenvalue of HA,0 was recently established in [12,13], see also [6,7]. In particular, 
it is proved in [13] that HA,0 can have a zero energy eigenfunction only if ‖A‖L3(R3)
exceeds certain explicit value. Examples of magnetic fields which produce zero energy 
eigenfunctions of HA,0, and which show that the criterion of [13] is sharp, can be found 
in [1,11,19,21]. We will give more comments on this question in Remark 6.6.

What is not well understood so far is the question of absence of eigenvalues embedded 
in the essential spectrum, which is of fundamental importance e.g. for the validity of a 
limiting absorption principle, for the scattering theory, as well as for dispersive estimates. 
One could of course apply the result of [10], since the conditions stated there guarantee 
not only the absence of discrete eigenvalues, but also the absence of all eigenvalues, [10, 
Thm. 3.5]. However, this automatically implies that such conditions are way too strong 
if one is interested only in embedded eigenvalues, since creating discrete eigenvalues is 
usually much “easier” than creating eigenvalues embedded in the essential spectrum. 
Indeed, consider the generic case in which σes(HA,0) = [0, ∞). Then any negative and 
sufficiently strong potential V will create negative eigenvalues, but it should typically not 
create positive eigenvalues, at least when B and V decay fast enough at infinity. Hence 
in order to exclude all eigenvalues, one has to impose global smallness assumptions on 
B and V , see [10, Thm. 3.5]. On the other hand, embedded eigenvalues belong to the 
essential spectrum and therefore their absence or existence should depend only on the 
behavior of B and V at infinity.

In this paper we prove that the operator HA,V cannot have eigenvalues above an 
energy level Λ ≥ 0 allowing, at the same time, HA,V to have discrete and/or threshold 
eigenvalues, see Theorem 6.5. We provide an explicit expression for Λ which shows, in 
agreement with the above heuristics, that Λ depends only on the behavior of B and V
at infinity. In particular, no global bounds on B and V are needed.
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Let us describe the main result of this paper more in detail. In Theorem 6.5 it is 
proved, under rather mild regularity and decay conditions on B and V , that HA,V has 
no eigenvalues larger than

Λ = Λ(B, V ) := 1
4

(
β + ω1 +

√
(β + ω1)2 + 2ω2

)2
, (1.2)

where β, ω1 and ω2 are non-negative constants which depend, in a weak sense, on the 
spacial asymptotics of B and V . We refer to Assumption 3.9 and equation (3.10) for a 
full definition of β and ωj . If B and V are regular enough at infinity, then the values of β
and ωj are determined from their pointwise asymptotics. Indeed, splitting the potential 
into a sum of its short-range and long-range component; V = V s + V �, we find

β ≤ lim sup
|x|→∞

|B̃(x)|, ω1 ≤ lim sup
|x|→∞

|xV s(x)|C2 , and ω2 ≤ lim sup
|x|→∞

|(x · ∇V �(x))+|C2

see Lemma A.1.

Remark 1.1. It is illustrative to compare Theorem 6.5 with classical results on the absence 
of positive eigenvalues of non-magnetic Schrödinger operators [2,17,22]. If B = 0, then 
by choosing V s = V and V � = 0 we obtain Λ = ω2

1 which generalizes the result of 
Kato [17]. On the other hand, by choosing V s such that V s(x) = o(|x|−1), and setting 
V � = V − V s we get Λ = ω2/2, and recover thus the results of Agmon [2] and Simon 
[22].

To prove Theorem 6.5 we adapt a version of the quadratic form method of [4], which 
in turn is inspired by the approach invented by Froese and Herbst for non-magnetic 
Schrödinger operators in [14,15]. However, due to the spinor structure of the opera-
tor HA,V and of its wave-functions, the technique of [4,14,15] cannot be applied directly. 
The problem is that the operator-valued matrix HA,V is, contrary to the two-dimensional 
case, non-diagonal. Consequently, a direct application of the above mentioned technique, 
developed for scalar magnetic operators, is not feasible. It is therefore necessary to im-
plement the fundamental ingredients of [4] in such a way that the spinor structure of 
HA,V be taken into account. To do so we make use of multiplication and commutation 
relations for the Pauli matrices and of their convenient interplay with the Poincaré gauge 
for the vector potential A. This is yet another example of the importance of choosing a 
gauge which suits best the problem in question. In our case the choice of the Poincaré 
gauge, together with the properties of the Pauli matrices, allows us to prove a matrix-
valued versions of the virial-type identities for the weighted commutator between HA,V

and the generator of dilations, see equations (5.10) and (5.15). With the help of these 
identities we then show that any eigenfunction of HA,V with eigenvalue larger than Λ
must identically vanish. We would like to point out that although the identities (5.10)
and (5.15) are identical to their scalar counterparts obtained in [4], due to the spinor 
structure of the problem under consideration their derivation is essentially different.
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The paper is organized in the following way. In the first two sections we collect 
necessary prerequisites and state our hypotheses. In Sections 4 and 5 we prove some 
preliminary results concerning dilations and commutator properties of HA,V . The main 
result is stated and proved in Section 6. In Section 7 we construct an example which 
shows that the critical energy Λ(B, V ) given by (1.2) is sharp. As a consequence of The-
orem 6.5 we also establish sufficient conditions for the absence of embedded eigenvalues 
of the magnetic Dirac operator, see Theorem 8.1 and Corollary 8.2. In Appendix A we 
show that all the hypothesis stated in Section 3 are satisfied under some mild pointwise 
conditions on B and V .

2. Prerequisites

2.1. Basic setup

We identify the magnetic field with the vector–field B : R3 → R3 with components 
(B1, B2, B3). A vector potential is a vector field A : R3 → R3 which generates the 
magnetic field via B = curlA, in the distributional sense. We recall the well-known Pauli 
matrices σj : C2 → C2;

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i

i 0

)
, σ3 =

(
1 0
0 −1

)
. (2.1)

In what follows we use the shorthand

z · σ =
3∑

j=1
zj σj z ∈ C3. (2.2)

The Pauli matrices satisfy the following multiplication and commutation relations,

σj σk = δjk1 + i

3∑
m=1

εjkm σm (2.3)

[σj , σk] = 2i
3∑

m=1
εjkm σm . (2.4)

Here 1 is the unit 2 × 2 matrix, and εjkm denotes the Levi-Civita permutation symbol. 
In particular, σ2

j = 1 for j = 1, 2, 3.
Given a magnetic field B and a point w ∈ R3 let B̃w(x) := B(x +w)[x]. More precisely, 

B̃w is a vector–field on R3 defined by

B̃w(x) = B(x + w) ∧ x . (2.5)

Making use of translations, we will often assume w = 0, in which case we will simply 
write B̃.
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2.2. Notation

If A ∈ L2
loc(R3, R3) is a magnetic vector potential, the magnetic Sobolev space is 

defined by

H1(R3,C2) := D(P −A) =
{
ϕ ∈ L2(R3,C2) : (P −A)ϕ ∈ L2(R3,C2)

}
, (2.6)

equipped with the graph norm

‖u‖H1 =
(
‖(P −A)u‖2

L2(R3,C2) + ‖u‖2
L2(R3,C2)

)1/2
. (2.7)

The corresponding scalar Sobolev space will be denoted by

H1(R3) =
{
u ∈ L2(R3) : (P −A)u ∈ L2(R3)

}
.

Given a set M and two functions f1, f2 : M → R, we write f1(x) � f2(x) if there exists a 
numerical constant c such that f1(x) ≤ c f2(x) for all x ∈ M . The symbol f1(x) � f2(x)
is defined analogously. Moreover, we use the notation

f1(x) ∼ f2(x) ⇔ f1(x) � f2(x) ∧ f2(x) � f1(x),

and

lim sup
|x|→∞

f(x) = L ⇔ lim
r→∞

ess sup
|x|≥r

f(x) = L, (2.8)

and similarly for lim inf |x|→∞ f(x). We will use ∂j = ∂
∂xj

for the usual partial derivatives 
in the weak sense, i.e., as distributions.

The scalar product on a Hilbert space H will be denoted by 
〈
· , ·
〉

H
. If H =

L2(R3, C2), we omit the subscript and write〈
ϕ, ψ

〉
L2(R3,C2) =

〈
ϕ, ψ

〉
, ϕ, ψ ∈ L2(R3,C2).

Accordingly, for any ϕ ∈ Lr(R3, C2) with 1 ≤ r ≤ ∞ we will use the shorthand

‖ϕ‖r := ‖ϕ‖Lr(R3,C2)

for the Lr-norm of ϕ. By the symbol

UR(x) = {y ∈ R3 : |x− y| < R}

we denote the ball of radius R centered at a point x ∈ R3. If x = 0, we abbreviate 
UR = UR(0).
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Given a Hermitian matrix valued function R3 � x → M(x) : C2 → C2, we denote by 
λ(x) and μ(x) its eigenvalues. The norm of M is then equal to

|M(x)|C2 = max
{
|λ(x)|, |μ(x)|

}
.

Accordingly we define

|M(x)+|C2 = max
{
λ(x)+ , μ(x)+

}
. (2.9)

Convention: In the sequel we will use Latin letters for functions with values in C, and 
Greek letters for functions with values in C2. In particular, we will often identify a spinor 
ϕ with two scalar fields as follows;

ϕ =
(
u
v

)
. (2.10)

Throughout the paper we will often make use of the polarization identity which, for the 
reader’s convenience, we now briefly recall; given a sesquilinear form s on a Hilbert space 
H , and any ϕ, ψ ∈ H , we have

s(ϕ,ψ) = 1
4

[
s(ϕ+ψ,ϕ+ψ)−s(ϕ−ψ,ϕ−ψ)+ is(ϕ− iψ, ϕ− iψ)− is(ϕ+ iψ, ϕ+ iψ)

]
.

(2.11)

2.3. The Poincaré gauge

For a given magnetic field B and a point w ∈ R3 we define the vector field B̃w by 
equation (2.5), and put

Aw(x) :=
1∫

0

B̃w(t(x− w)) dt , (2.12)

which is the vector potential in the Poincaré gauge. Using translations, it is no loss of 
generality to assume w = 0, in which case we will simply write A for the vector potential 
given by (2.12). Note that when w = 0, then A given by (2.12) satisfies

x ·A(x) = 0 ∀ x ∈ R3. (2.13)

It is easy to see that for A given by (2.12) one has A ∈ L2
loc(R3, R3) for bounded magnetic 

fields B and this extends to a large class of singular magnetic fields, see [4, Lem. 2.9]. 
Except otherwise stated, we will always use the Poincaré gauge.
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3. Hypotheses

In this section we formulate general sufficient conditions on B and V under which 
our main result, Theorem 6.5, holds true. In Appendix A we will show that all these 
conditions are satisfied under rather mild assumptions on B and V , see in particular 
Lemma A.1, Proposition A.2 and Proposition A.4.

Assumption 3.1. The matrix valued function V : R3 → M(2, C) is Hermitian. i.e.(
V (x)

)
jk

=
(
V (x)

)
kj

∀x ∈ R3, ∀ j, k = 1, 2. (3.1)

If the potential is split as V = V s + V �, then V s and V � also satisfy (3.1).

Remark 3.2. Similarly as in the scalar non-magnetic case, see in particular [15, Thm. 2.1], 
our results could be extended to all matrix valued V , possibly non-Hermitian, for which 
the associated Pauli operator HA,V has real spectrum. For the sake of brevity, we will 
stick to Assumption 3.1 throughout the paper.

Assumption 3.3. The magnetic field B is such that for some w ∈ R3

R3 � x → |x− w|−1 log2
+

( R

|x− w|
)
|B̃w(x)|2 ∈ L1

loc(R3) (3.2)

for all R > 0.

We have already pointed out that without loss of generality we may assume w = 0. In 
view of [4, Lem. 2.9] condition (3.2) assures that the corresponding vector potential in 
the Poincaré gauge is locally square integrable. The latter property is essential in order 
to define the Pauli operator through the associated quadratic form.

3.1. Global relative bounds

Assumption 3.4. The scalar fields |B|2 and |B̃|2 are relatively form bounded w.r.t. (P −
A)2, where A is the Poincaré gauge vector potential corresponding to B. That is,

‖|B|ϕ‖2
2 + ‖|B̃|ϕ‖2

2 � ‖(P −A)ϕ‖2
2 + ‖ϕ‖2

2 ∀ϕ ∈ D(P −A). (3.3)

Here we abuse the notation and use the same symbol P−A for the operator in L2(R3)
as well as for the operator in L2(R3, C2) acting as 1(P −A).

Assumption 3.5. The potential V is relatively form small w.r.t. (P − A)2, that is, there 
exist constants α0 < 1 and C such that

|
〈
ϕ, V ϕ

〉
| ≤ α0 ‖(P −A)ϕ‖2

2 + C‖ϕ‖2
2 ∀ϕ ∈ D(P −A). (3.4)
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In order to control the virial x · ∇V , we decompose the potential as V = V s + V �. 
The splitting V = V s + V � is arbitrary, as long as the conditions below are satisfied.

3.2. Behavior at infinity

Below we quantify the notions of boundedness and vanishing at infinity w.r.t. (P−A)2.

Definition 3.6 (Boundedness at infinity). A potential W is bounded from above at infinity 
with respect to (P − A)2 if for some R0 > 0 its quadratic form domain contains all 
ϕ ∈ D(P − A) with supp(ϕ) ∈ U c

R0
and for R ≥ R0 there exist positive αR, γR with 

limR→∞ αR = 0 and limR→∞ γR < ∞ such that〈
ϕ,Wϕ

〉
≤ αR‖(P −A)ϕ‖2

2 + γR‖ϕ‖2
2 for all ϕ ∈ D(P −A) with supp(ϕ) ⊂ Uc

R

(3.5)

By monotonicity we may assume, without loss of generality, that αR and γR are decreas-
ing in R ≥ R0.

Assumption 3.7. The positive part of the potential V vanishes at infinity w.r.t. (P −A)2
in the following sense: there exist positive αR, γR with αR, γR → 0 as R → ∞ such that

〈ϕ, V ϕ〉+ ≤ αR‖(P −A)ϕ‖2
2 + γR‖ϕ‖2 for all ϕ ∈ D(P −A) with supp(ϕ) ⊂ Uc

R .

(3.6)

Moreover, if we split V = V s + V �, then also the positive parts of V s and V � vanish
at infinity in the sense defined above. By monotonicity we may assume, without loss of 
generality, that αR and γR are decreasing in R ≥ R0.

Assumption 3.8. The potential V is bounded at infinity w.r.t. (P − A)2 in the sense of 
Definition 3.6. Moreover, if we split V = V s + V �, then also V s is bounded at infinity 
w.r.t. (P −A)2 in the sense of Definition 3.6.

Assumption 3.9. There exist positive sequences (εj)j , (βj)j and (Rj)j with εj → 0 and 
Rj → ∞ as j → ∞, such that for all ϕ ∈ D(P − A) with supp(ϕ) ⊂ U c

j = {x ∈ R3 :
|x| ≥ Rj}

‖|B̃|ϕ‖2
2 ≤ εj ‖(P −A)ϕ‖2

2 + β2
j ‖ϕ‖2

2 (3.7)

For the decomposition V = V s + V � of the potential, we also assume that there exist 
positive sequences (ω1,j)j and (ω2,j)j such that for all ϕ ∈ D(P −A) with supp(ϕ) ⊂ U c

j

‖xV sϕ‖2
2 ≤ εj ‖(P −A)ϕ‖2

2 + ω 2
1,j ‖ϕ‖2

2 (3.8)〈
ϕ, x · ∇V �ϕ

〉
≤ εj ‖(P −A)ϕ‖2

2 + ω2,j ‖ϕ‖2
2 (3.9)
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By monotonicity we may assume, without loss of generality, that the sequences βj , 
ω1,j , and ω2,j in Assumption 3.9 are decreasing. We define

β := lim
j→∞

βj , ωk := lim
j→∞

ωk,j , k = 1, 2. (3.10)

3.3. Unique continuation at infinity

For a unique continuation type argument at infinity, we also need a quantitative 
version of relative form boundedness.

Assumption 3.10. If V = V s + V �, then we assume that for all ϕ ∈ D(P −A)

‖|B̃|ϕ‖2
2 + ‖xV sϕ‖2

2 ≤ α2
1

4 ‖(P −A)ϕ‖2
2 + C‖ϕ‖2

2, (3.11)〈
ϕ, x · ∇V � ϕ

〉
≤ α2 ‖(P −A)ϕ‖2

2 + C‖ϕ‖2
2, (3.12)

|
〈
ϕ, V s ϕ

〉
| ≤ α3 ‖(P −A)ϕ‖2

2 + C‖ϕ‖2
2 (3.13)

for some C > 0 and αj such that

α1 + α2 + 3α3 < 1. (3.14)

Remark 3.11. By the diamagnetic inequality∣∣P |ϕ|
∣∣ ≤ ∣∣(P −A)ϕ

∣∣ a.e. for all ϕ ∈ D(P −A), (3.15)

see e.g. [18], it suffices to verify the conditions of Assumptions 3.4-3.10 with (P − A)
replaced by P .

4. Preliminary results

In this section we collect several technical results which will be needed later.

Lemma 4.1. Let A ∈ L2
loc(R3) and let B = curlA. Suppose moreover that B satisfy 

Assumption 3.4. Then〈
σ · (P −A)ϕ, σ · (P −A)ϕ

〉
= ‖(P −A)ϕ‖2

2 +
〈
ϕ, σ ·B ϕ

〉
∀ ϕ ∈ H1(R3,C2).

Proof. The claim follows by a direct calculation from (2.3) and (2.4). �
Lemma 4.2. Let B satisfy Assumption 3.4. For any η > 0 there exists Cη ∈ R such that

‖(P −A)ϕ‖2
2 ≤ (1 + η)‖σ · (P −A)ϕ‖2

2 + Cη‖ϕ‖2
2 (4.1)

holds for all ϕ ∈ D(P −A).
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Proof. Let ϕ ∈ D(P −A). A short calculation shows that

‖σ · wϕ‖2 = ‖|w|ϕ‖2 ∀w ∈ C3. (4.2)

Hence by (3.3), Lemma 4.1 and Cauchy-Schwarz inequality,

‖(P −A)ϕ‖2
2 = ‖σ · (P −A)ϕ‖2

2 −
〈
ϕ, σ ·B ϕ

〉
≤ ‖σ · (P −A)ϕ‖2

2 + ‖|B|ϕ‖2‖ϕ‖2

≤ ‖σ · (P −A)ϕ‖2
2 + ε‖(P −A)ϕ‖2

2 + Cε‖ϕ‖2
2

for any 0 < ε < 1 and some Cε, independent of ϕ. Inequality (4.1) now follows upon 
setting 1

1−ε = 1 + η. �
An immediate consequence of Lemma 4.2 is the following

Corollary 4.3. Let B and V satisfy Assumptions 3.4, 3.8 and 3.10. Then for all ϕ ∈
D(P −A),

|
〈
ϕ, V ϕ

〉
| ≤ α0 ‖(P −A)ϕ‖2

2 + C0‖ϕ‖2
2

‖B̃ϕ‖2
2 + ‖xV sϕ‖2

2 ≤ α2
1

4 ‖(P −A)ϕ‖2
2 + C1‖ϕ‖2

2,〈
ϕ, x · ∇V � ϕ

〉
≤ α2 ‖(P −A)ϕ‖2

2 + C2‖ϕ‖2
2,

|
〈
ϕ, V s ϕ

〉
| ≤ α3 ‖(P −A)u‖2

2 + C3‖ϕ‖2
2

where α0 < 1, and αj , j = 1, 2, 3 satisfy (3.14).

Another consequence of Lemma 4.2 is the identity

D(P −A) = D(σ · (P −A)) , (4.3)

which holds whenever Assumption 3.4 is satisfied. This allows us to define the sesquilinear 
form

QA,0(ϕ,ψ) =
〈
σ · (P −A)ϕ, σ · (P −A)ψ

〉
, ϕ, ψ ∈ D(P −A). (4.4)

By standard arguments one verifies that the quadratic form QA,0(ϕ, ϕ) is closed. In view 
of Lemma 4.2 and Assumption 3.5 the quadratic form associated to

QA,V (ϕ,ψ) = QA,0(ϕ,ψ) +
〈
ϕ, V ψ

〉
, ϕ, ψ ∈ D(P −A) (4.5)

is then closed as well. Now we can define the Hamiltonians HA,0 and HA,V as the unique 
self-adjoint operators associated to QA,0 and QA,V respectively.

For the next result we need to introduce some additional notation. Given a vector 
field v : R3 → R3 we define the operator
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Dv = 1
2
(
v · P + P · v), D := Dx if v = x. (4.6)

Lemma 4.4. Let B satisfy Assumption 3.3. Let g, F ∈ C1(R3) g, F ∈ C1(R3; R) be radial 
functions such that ∇F = xg, and such that x · ∇g and |x|g are bounded. Put v = ∇F . 
Then

D(P −A) ⊂ D(Dv) = D(gD) (4.7)

Proof. In the sense of distributions,

2Dv = gx · P + P · (gx) = gx · P + gP · x− ix · ∇g = 2gD − ix · ∇g.

So if ϕ ∈ D(gD) and x · ∇g is bounded, then

Dvϕ = gDϕ− i

2 x · ∇gϕ ∈ L2(R3,C2).

Hence ϕ ∈ D(Dv). Conversely, if ϕ ∈ D(Dv) and x · ∇g is bounded, then ϕ ∈ D(gD). 
This proves the equality D(Dv) = D(gD). Moreover, since x ·A(x) = 0,

2gD = g(x · P + P · x) = 2gx · P − 3i = 2gx · (P −A) − 3i.

So if ϕ ∈ D(P − A), and |x|g is bounded, then gDϕ ∈ L2(R3, C2). Hence D(P − A) ⊂
D(gD) = D(Dv). �
Lemma 4.5. Under the assumptions of Lemma 4.4,

Re
〈
(σ · v) ϕ, σ · (P −A)ϕ

〉
=
〈
ϕ, Dv1ϕ

〉
∀ ϕ ∈ D(P −A). (4.8)

Remark 4.6. We note that thanks to Lemma 4.4, the right hand side of (4.8) is well 
defined for all ϕ ∈ D(P − A). Lemma 4.4 is also used implicitly in Lemma 5.1 and in 
Proposition 5.3.

Proof of Lemma 4.5. Let ϕ ∈ C∞
0 (R3, C2). Then

Re
〈
(σ · v) ϕ, σ · (P −A)ϕ

〉
= Re

〈
ϕ, (σ · v)σ · (P −A)ϕ

〉
= Re

〈
ϕ, (σ · v)σ · P ϕ

〉
− Re

〈
ϕ, (σ · v)σ ·Aϕ

〉
.

In view of (2.3),

(σ · v)(σ ·A) =
3∑

j,k=1

vjAkσjσk = (v ·A)1 + i
3∑

m=1

( 3∑
j,k=1

εmjk vjAk

)
σm

= (v ·A)1 + i(v ∧A) · σ .
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Hence

Re
〈
ϕ, (σ · v)σ ·Aϕ

〉
= 1

2
〈
ϕ,
[
(σ · v)(σ ·A) + (σ ·A)(σ · v)

]
ϕ
〉

=
〈
ϕ, (v ·A)1ϕ

〉
,

because v ∧A + A ∧ v = 0. But v(x) = g(|x|)x by assumption, and A is in the Poincaré 
gauge. So v ·A = 0, see (2.13). We thus have

Re
〈
(σ·v) ϕ, σ·(P−A)ϕ

〉
= Re

〈
ϕ, (σ·v)(σ·P )ϕ

〉
= 1

2
〈
ϕ,
[
(σ·v)(σ·P )+(σ·P )(σ·v)

]
ϕ
〉
.

(4.9)
Now, using (2.3) we get

(σ · v)(σ · P ) + (σ · P )(σ · v) =
3∑

j,k=1

(vjPk + Pjvk)σjσk

=
3∑

j,k=1

(vjPk + Pjvk)
(
δjk1 + i

3∑
m=1

εjkm σm

)

= (v · P + P · v)1 + i

3∑
j,k,m=1

(vjPk + Pjvk) εjkm σm

= (v · P + P · v)1 + i

3∑
j,k,m=1

(vjPk − Pkvj) εjkm σm

= (v · P + P · v)1 +
3∑

j,k,m=1

(∂kvj) εjkm σm

= (v · P + P · v)1 = 2Dv 1,

where we have used the identity

3∑
j,k,m=1

(∂kvj) εjkm σm = (curl v) · σ = (curl∇F ) · σ = 0.

Summing up, we have

Re
〈
(σ · v) ϕ, σ · (P −A)ϕ

〉
=
〈
ϕ, Dv1ϕ

〉
∀ ϕ ∈ C∞

0 (R3,C2). (4.10)

Since v = ∇F is bounded, this identity extends by density to all ϕ ∈ D(P −A). �
5. Dilations and the commutator

In this section we will define the commutator [HA,V , D] in the sense of quadratic form 
and derive a matrix-valued version of the weighted virial identities. The latter are our 
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main technical tools in the proof of absence of positive eigenvalues. In some places we 
make use of technical results obtained in [4].

5.1. Dilations

For t ∈ R define the unitary dilation operator Ut : L2(R3, C2) → L2(R3, C2) by

(Utf)(x) = e
3t
2 f(etx) x ∈ R3. (5.1)

Then Ut = eitD on L2(R3, C2). Let

iGt = Ut − U−t

2t t ∈ R. (5.2)

It is easily seen that Gt is bounded and symmetric on L2(R3, C2). We will use it to 
approximate the operator D in the limit t → 0.

As in [4] we define the commutator of H and D by

〈
ϕ, i [HA,V , D]ϕ

〉
:= lim

t→0
〈ϕ, [HA,V , iGt]ϕ〉 := 2 lim

t→0
ReQA,V (ϕ, iGt ϕ) , (5.3)

provided the limit on the right hand side exists. Recall that D(QA,V ) is invariant under 
dilations, see [4, Prop. 3.3], hence QA,V (ϕ, iGt ϕ) is well defined for any t �= 0.

Lemma 5.1. Let B satisfy Assumption 3.3. Then

〈
ϕ, i [HA,0, D]ϕ

〉
= 2 lim

t→0
ReQA,0(ϕ, iGt ϕ)

= 2‖σ · (P −A)ϕ‖2
2 + 2 Re

〈
σ · B̃ ϕ, σ · (P −A)ϕ

〉
(5.4)

for all ϕ ∈ D(P −A).

Proof. Let ϕ be given by (2.10) with u, v ∈ H1(R3). A short calculation shows that

(Pj −Aj)Ut u = etUt(Pj −Aj)u + Xj
t u with Xj

t = Ut(et Aj −Aj(e−t ·))

for any j = 1, 2, 3. Hence for any w ∈ L2(R3),

〈
w, (Pj−Aj)(Ut−U−t)u

〉
=
〈
w, (etUt−e−tU−t)(Pj−Aj)u

〉
+
〈
w, (Xj

t −Xj
−t)u

〉
. (5.5)

Since

lim t−1 Xj
±t u = ±B̃j u in L2(R3),
t→0
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see [4, Prop. 3.6], we deduce from (5.2) that

2 Re lim
t→0

Re
〈
w, (Pj −Aj)iGt u

〉
L2(R3) = 2 Re

〈
w, (Pj −Aj)u

〉
+ 2 Re

〈
w, B̃j u

〉
L2(R3).

After an elementary, but lengthy calculation we then obtain

〈
ϕ, i [HA,0, D]ϕ

〉
= 2 lim

t→0
Re
〈
σ · (P −A)ϕ, σ · (P −A)iGt ϕ

〉
= 2‖σ · (P −A)ϕ‖2

2 + 2 Re
〈
σ · B̃ ϕ, σ · (P −A)ϕ

〉
,

as claimed. �
Lemma 5.2. Let B satisfy Assumption 3.3 and let W : R3 → R be a potential with form 
domain containing D(P − A), such that the distribution x · ∇W extends to a quadratic 
form which is form bounded with respect to (P −A)2. Then

2 lim
t→0

〈u, WiGt v〉L2(R3) = −〈u, x · ∇W v〉L2(R3) (5.6)

for all u, v ∈ H1(R3).

Proof. By [4, Lemma 3.7, Eq. (3.32] we have

2 lim
t→0

〈u, WiGt u〉L2(R3) = −〈u, x · ∇W u〉L2(R3)

The claim thus follows again from the polarization identity (2.11). �
5.2. The commutator

The following result provides a matrix-operator version of a magnetic virial theorem.

Proposition 5.3. Let B and V satisfy Assumptions 3.3-3.5. Suppose moreover that x ·∇V

is form bounded with respect to (P − A)2. Then for all ϕ ∈ D(σ · (P − A)), the limit 
limt→0 Re

(
QA,V (ϕ, iGtϕ)

)
in (5.3) exists. Moreover,

〈
ϕ, [HA,V , iD]ϕ

〉
= 2‖σ·(P−A)ϕ‖2

2+2 Re
〈
σ·B̃ ϕ, σ·(P−A)ϕ

〉
−
〈
ϕ, x·∇V ϕ

〉
. (5.7)

Proof. Let ϕ ∈ D(σ · (P − A)) be given by (2.10). In view of Lemma 5.1 it suffices to 
show that

〈
ϕ, [V, iD]ϕ

〉
= 2 lim

t→0
Re 〈ϕ, V iGt ϕ〉 = −

〈
ϕ, x · ∇V ϕ

〉
. (5.8)

Let Vjk denote the matrix elements of V . By hypothesis of the proposition we have
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∣∣
〈u, x · ∇V11 u〉L2(R3) + 〈v, x · ∇V22 v〉L2(R3) + 〈u, x · ∇V12 v〉L2(R3) + 〈v, x · ∇V12 u〉L2(R3)
∣∣

� ‖(P −A)u‖2
L2(R3) + ‖(P −A)v‖2

L2(R3) + ‖u‖2
L2(R3) + ‖v‖2

L2(R3),

(5.9)

for all u, v ∈ H1(R3). Applying the above inequality first with v = 0 and then with u = 0
shows that x · ∇V11 and x · ∇V22 are relatively form bounded with respect to (P − A)2
in L2(R3). Hence if we return to (5.9) and put u = v, then using the triangle inequality 
we deduce that also the quadratic form

〈u, x · ∇V12 u〉L2(R3) + 〈u, x · ∇V21 u〉L2(R3) = 2Re〈u, x · ∇V12 u〉L2(R3)

is relatively bounded with respect to (P −A)2 in L2(R3). Equation (5.8), and hence the 
claim, thus follows from Lemma 5.2 and (2.11). �
Remark 5.4. For rigorous results on virial identities, which have a long history in math-
ematics and physics, we refer e.g. to [24] and [3].

5.3. Exponentially weighted commutator

The crucial ingredient for the proof of our main result, see Theorem 6.5 below, is 
finding two different expressions for the weighted commutator 〈eFψ, [HA,V , D] eFψ〉, 
when F is a weight function and ψ is a weak eigenfunction of HA,V . This is provided by 
the following Lemma and by the subsequent equation (5.15).

Lemma 5.5. Let B and V satisfy Assumptions 3.3-3.5. Assume that x · ∇V is form 
bounded with respect to (P −A)2. Let F ∈ C2(R3; R) be a bounded radial function, such 
that ∇F = xg, and assume that g ≥ 0 and that the functions ∇(|∇F |2), (1 + | · |2)g, 
x · ∇g and (x · ∇)2g are bounded. Let ψ ∈ D(P − A) be a weak eigenfunction of HA,V , 
i.e., E〈ϕ, ψ〉 = QA,V (ϕ, ψ) for some E ∈ R and all ϕ ∈ D(P −A). Then

〈
ψF , i [HA,V , D]ψF

〉
= −4 ‖√g DψF ‖2

2 +
〈
ψF ,

(
(x · ∇)2g − x · ∇|∇F |2

)
ψF

〉
, (5.10)

where ψF = eF ψ.

Proof. Note that in the sense of quadratic forms

eF HA,V e−F = HA,V + i
[
(σ · ∇F )σ · (P −A) + (σ · (P −A))σ · ∇F

]
− |∇F |2 . (5.11)

Hence

〈
eFψ, [HA,V , iD] eFψ

〉
= 2 Re

〈
HA,V eFψ, iDeFψ

〉
= 2 Re

〈
eFHA,V e−F eFψ, iD eFψ

〉
− 2 Re

〈(
(σ · ∇F )σ · (P −A) + (σ · (P −A))σ · ∇F

)
ψF , D ψF

〉
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+ 2 Re
〈
|∇F |2 ψF , iD ψF

〉
= 2 Re

〈(
(σ · ∇F )σ · (P −A) + (σ · (P −A))σ · ∇F

)
ψF , D ψF

〉
−
〈
ψF , x · ∇|∇F |2 ψF

〉
, (5.12)

where we have used the fact that

Re
〈
eFHA,V e−F eFψ, iD eFψ

〉
= E Re

〈
ψF , iD ψF

〉
= 0.

Now since F is radial and A is in the Poincaré gauge (2.13), it follows from (2.3) that

(σ · ∇F )(σ ·A) + (σ ·A) (σ · ∇F ) = 2(∇F ·A)1 = 0.

On the other hand, still using (2.3) we obtain

(σ · ∇F )(σ · P ) + (σ · P ) (σ · ∇)F

= (∇F · P + P · ∇F )1 + i

3∑
j,k,m=1

(
∂jF Pk + Pj ∂kF

)
εjkm σm

= (gx · P + P · xg)1 + i
3∑

j,k,m=1

(
∂jF Pk − Pk ∂jF

)
εjkm σm

= (gD − ix · ∇g)1 +
3∑

m=1

( 3∑
j,k=1

∂k∂jF εjkm

)
σm .

Since 
∑3

j,k=1 ∂k∂jF εjkm = 0 for all m = 1, 2, 3, the last equation in combination with 
(5.12) gives

〈
ψF , [HA,V , iD]ψF

〉
= −Re

〈
(gD − ix · ∇g)ψF , D ψF

〉
−
〈
ψF , x · ∇|∇F |2 ψF

〉
= −4 ‖√g DψF ‖2

2 +
〈
ψF ,

(
(x · ∇)2g − x · ∇|∇F |2

)
ψF

〉
. �

In view of the fact that D∇F is symmetric, equation (5.11) and Lemma 4.5 imply

QA,V (ϕ,ϕ) = QA,V (e−Fϕ, eFϕ) +
〈
∇F ϕ,∇F ϕ

〉
(5.13)

for all ϕ ∈ D(P − A). By inserting ϕ = ψF in the above equation, which is allowed 
because ψF ∈ D(P −A), we get

QA,V (ψF , ψF ) = ‖σ · (P −A)ψF ‖2
2 +
〈
ψF , V ψF

〉
=
〈
ψF , (E + |∇F |2)ψF

〉
. (5.14)

A combination with (5.7) thus gives
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〈
ψF , i [HA,V , D]ψF

〉
=
〈
ψF , (E + |∇F |2)ψF

〉
+ ‖σ · (P −A)ψF ‖2

2

+ 2 Re
〈
σ · B̃ ψF , σ · (P −A)ψF

〉
−
〈
ψF , (V + x · ∇V )ψF

〉
.

(5.15)

Lemma 5.6. Let B and V satisfy Assumptions 3.3, 3.5, and 3.10. Assume that ψ and F
satisfy conditions of Lemma 5.5. Then there exist constants κ > 0 and cκ > 0 such that

〈
ψF , [HA,V , iD]ψF

〉
≥ κ

〈
ψF , |∇F |2 ψF

〉
− cκ‖ψF ‖2

2 . (5.16)

Proof. Below we denote by c a generic constant whose value might change from line to 
line. By Proposition 5.3, the Cauchy-Schwarz inequality and Corollary 4.3,

〈
ψF , [HA,V , iD]ψF

〉
≥ ‖σ · (P −A)ψF ‖2

2 − 2‖σ · (P −A)ψF ‖2
(
‖B̃ψF ‖2 + ‖xV sψF ‖2

)
− (α2 + 3α3)‖σ · (P −A)ψF ‖2

2 − c‖ψF ‖2
2 .

Now let κ > 0 and split

‖σ · (P −A)ψF ‖2
2 = (1 − κ)‖σ · (P −A)ψF ‖2

2 + κ‖σ · (P −A)ψF ‖2
2.

Using equation (5.15) together with Corollary 4.3 we find

〈
ψF , [HA,V , iD]ψF

〉
≥ (2 − κ)‖σ · (P −A)ψF ‖2

2 + κ
〈
ψF , |∇F |2 ψF

〉
− (α2 + dα3 + κα0) ‖σ · (P −A)ψF ‖2

2

− 2‖σ · (P −A)ψF ‖2
(
‖B̃ψF ‖2 + ‖xV sψF ‖2

)
− c‖ψF ‖2

2,

and

2‖σ · (P −A)ψF ‖2
(
‖B̃ψF ‖2 + ‖xV sψF ‖2

)
≤ α1‖σ · (P −A)ψF ‖2

2 + 2C1‖(P −A)ψF ‖2 ‖ψF ‖2

≤ (α1 + κ) ‖σ · (P −A)ψF ‖2
2 + C1

κ
‖ψF ‖2

2.

Hence

〈
ψF , [HA,V , iD]ψF

〉
≥ (1 − 2κ− κα0 − α1 − α2 − 3α3) ‖σ · (P −A)ψF ‖2

2

+ κ
〈
ψF , |∇F |2 ψF

〉
− cκ‖ψF ‖2

2 .

If we now set κ = (2 + α0)−1(1 − α1 − α2 − 3α3), then κ > 0, see (3.14), and the claim 
follows. �
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5.4. The virial

Below we provide a matrix version of the Kato form of the virial.

Lemma 5.7. Let B and V satisfy Assumptions 3.3-3.5. Suppose that V and |x|2V 2 are 
relatively form bounded with respect to (P −A)2. Then〈

ϕ, x · ∇V ϕ
〉

= 2 Im
〈
xV ϕ, (P −A)ϕ

〉
− 3
〈
ϕ, V ϕ

〉
(5.17)

for all ϕ ∈ D(P −A).

Proof. Let Vjk be the matrix elements of V and let W : R3 → R. By [4, Lemma 3.12],〈
u, x · ∇W u

〉
L2(R3) = 2 Im

〈
u, xW (P −A)u

〉
L2(R3) − 3

〈
u,W u

〉
L2(R3) (5.18)

holds for all u ∈ H1(R3) provided W and |x|2W 2 are relatively form bounded with 
respect to (P − A)2 in L2(R3). To prove the statement of the lemma we have to verify 
that equation (5.18) can be applied with W = V11, W = V22 and W = V12, cf. (3.1). 
Reasoning in the same way as in the proof of Proposition 5.3 we verify that V11, V22 and 
V12 are relatively form bounded with respect to (P − A)2 in L2(R3). In order to verify 
the relative form boundedness of |x|2V 2

11, |x|2V 2
22 and |x|2|V12|2 we note that since

V 2 =
(
V 2

11 + |V12|2 V12(V11 + V22)
V21(V11 + V22) V 2

22 + |V12|2

)
,

the assumptions of the lemma imply that

〈u, |x|2(V 2
11 + |V12|2)u〉L2(R3) + 〈v, |x|2(V 2

22 + |V12|2) v〉L2(R3)

+〈u, |x|2V12(V11 + V22) v〉L2(R3) + 〈v, |x|2V21(V11 + V22)u〉L2(R3) (5.19)

� ‖(P −A)u‖2
L2(R3) + ‖(P −A)v‖2

L2(R3) + ‖u‖2
L2(R3) + ‖v‖2

L2(R3),

for all u, v ∈ H1(R3). As in the proof of Proposition 5.3 we apply (5.19) with v = 0 and 
u = 0 respectively, and deduce that |x|2(V 2

11 + |V12|2) and |x|2(V 2
22 + |V12|2) are relatively 

form bounded with respect to (P −A)2 in L2(R3). Hence (5.18) holds for W = Vjk with 
any j, k = 1, 2. In view of (2.11), this proves equation (5.17). �
Corollary 5.8. Let B and V satisfy Assumptions 3.3-3.5. Assume moreover, that the 
potential V splits as V = V s + V � where V s and |x|2(V s)2 are relatively form bounded 
with respect to (P − A)2 and the distribution x · ∇V � extend to a quadratic form which 
is form bounded with respect to (P −A)2. Then〈

ϕ, x · ∇V ϕ
〉

= 2 Im
〈
xV sϕ, (P −A)ϕ

〉
− 3
〈
ϕ, V sϕ

〉
+
〈
ϕ, x · ∇V � ϕ

〉
(5.20)

for all ϕ ∈ D(P −A).
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Proof. The claim follows from Lemmas 5.2 and 5.7. �
6. The main result

Once we have established the virial identities (5.10) and (5.15), we can follow the 
strategy of [14,15,4]. This is done in two steps. First we show that if eigenfunctions 
corresponding to energies larger than Λ exist, then they decay faster than exponentially. 
Second, we prove that such eigenfunctions have to vanish identically.

6.1. Super-exponential decay

Given x ∈ R3, λ > 0, we set

〈x〉λ :=
√
λ + |x|2 .

If λ = 1, we omit the subscript and write 〈x〉1 = 〈x〉.
We have

Proposition 6.1. Assume that B and V satisfy Assumptions 3.1-3.9 and that the magnetic 
field A corresponding to B is in the Poincaré gauge. Furthermore, assume that ψ is a weak 
eigenfunction of the magnetic Schrödinger operator HA,V corresponding to the energy 
E ∈ R, and that there exist μ ≥ 0 and λ > 0 such that x → eμ 〈x〉λ ψ(x) ∈ L2(R3, C2). 
If E + μ2 > Λ with Λ given by (1.2), then

x → eμ〈x〉λ ψ(x) ∈ L2(R3,C2) ∀μ > 0, ∀λ > 0. (6.1)

The proof of Proposition 6.1 requires some preliminaries. Obviously it suffices to prove 
the statement for λ = 1. First we consider the case μ = 0 and choose

Fμ,ε(x) = μ

ε

(
1 − e−ε 〈x〉

)
, (6.2)

for some μ ≥ 0 and ε > 0. We have Fμ,ε(x) → μ〈x〉 as ε → 0. Moreover, the identity

∇Fμ,ε = μ〈x〉−1e−ε〈x〉x (6.3)

implies

gμ,ε(x) = μ〈x〉−1e−ε〈x〉 . (6.4)

Let

μ∗ = sup
{
μ ≥ 0 : eμ〈x〉ψ ∈ L2(R3,C2)

}
,
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be the maximal exponential decay rate of ψ. To prove (6.1) we have to show that μ∗ = ∞. 
We will argue by contradiction.

Lemma 6.2. Suppose that 0 ≤ μ∗ < ∞. Then there exist decreasing sequences μn and εn
such that μn → μ∗ and εn → 0, as n → ∞, and such that, writing Fn := Fμn,εn , we have

an := ‖eFn ψ‖2 → ∞ as n → ∞, (6.5)

Proof. For a fixed x and μ we have

∂εFμ,ε(x) = − μ

ε2

(
1 − (1 + ε〈x〉) e−ε〈x〉) . (6.6)

On the other hand, a short calculation shows that the function t → (1 + t)e−t is strictly 
decreasing on (0, ∞). It follows that

∂εFμ,ε(x) < 0 ∀ ε > 0, μ > 0, x ∈ R3.

Thus Fμ,ε(x) is strictly decreasing in ε for any μ > 0 and

Fμ,ε(x) ↗ μ〈x〉 as ε ↘ 0.

By setting μn = μ∗ + 1
n , we then have

lim
ε↘0

‖eFμn,ε ψ‖2 = ‖eμ〈x〉 ψ‖2 = +∞ ∀n ≥ 1, (6.7)

by monotone convergence. Now we construct the sequence εn as follows. Take ε1 such 
that ‖eFμ1,ε1 ψ‖2 > 1, and for each n ≥ 2 we choose εn < εn−1 so that

‖eFμn,εn ψ‖2 > n,

which is possible in view of (6.7). This proves the claim. �
Now let gn(x) := gμn,εn , and define

ϕn = eFn ψ

‖eFn ψ‖2
. (6.8)

Since μn → μ∗, and since

Fn(x) ≤ μn〈x〉 , (6.9)

for any compact set ω ⊂ R3 it holds〈
ϕn, χω ϕn

〉
→ 0 as n → ∞ , (6.10)
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where χ denotes the characteristic functions. Hence if W is bounded and W (x) → 0 as 
x → ∞, then 〈

ϕn,Wϕn

〉
→ 0 as n → ∞. (6.11)

We will also need the following auxiliary Lemmas.

Lemma 6.3. Let Fn, gn, ψ, and ϕn be given as above. If 0 < μ∗ < ∞, then

lim
n→∞

〈eFnψ, εn〈x〉eFnψ〉 = 0 . (6.12)

Moreover, if 0 ≤ μ∗ < ∞, then

lim
n→∞

〈
∇Fnϕn,∇Fnϕn

〉
= μ2

∗ (6.13)

and

lim
n→∞

〈
ϕn,
(
(x · ∇)2gn − x · ∇|∇Fn|2

)
ϕn

〉
= 0 (6.14)

Proof. Let δ > 0. Since ‖ϕn‖2 = 1, it follows that〈
ϕn, εn〈x〉ϕn

〉
≤ δ +

〈
ϕn,1{εn〈x〉>δ} εn〈x〉ϕn

〉
. (6.15)

Next we note that the mapping t → 1−e−t

t is decreasing on (0, ∞). Hence

γδ := sup
t≥δ

1 − e−t

t
< 1. (6.16)

This shows that for any x such that εn〈x〉 ≥ δ we have

Fn = μn〈x〉
εn〈x〉

(1 − e−εn〈x〉) ≤ μnγδ〈x〉.

Let κ be such that γδ < κ < 1. If 0 < μ∗ < ∞ then, by the definition of μ∗, ψ decays 
exponentially with any rate μ satisfying κμ∗ < μ < μ∗. Since μnγδ → γδμ∗ < κμ∗ as 
n → ∞, this implies

lim sup
n→∞

〈
eFnψ,1{εn〈x〉>δ} 〈x〉eFnψ

〉
≤ lim sup

n→∞

〈
eμnγδ〈x〉ψ, 〈x〉eμnγδ〈x〉ψ

〉
≤
〈
eκμ∗〈x〉ψ, 〈x〉eκμ∗〈x〉ψ

〉
< ∞.

Equation (6.12) thus follows from (6.5) and (6.15).
To prove the remaining claims of the Lemma we need the identity

|∇Fn|2 = μ2
n

(
1 − 〈x〉−2)e−2εn〈x〉 , (6.17)
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which follows by a direct calculation from equation (6.3). Hence

μ2
n −

〈
∇Fnϕn,∇Fnϕn

〉
= μ2

n

(〈
ϕn,
(
1 − e−2εn〈x〉)ϕn

〉
+
〈
ϕn, 〈x〉−2e−2εn〈x〉ϕn

〉)
,

(6.18)

where we used again the fact that ‖ϕn‖2 = 1. If μ∗ = limn→∞ μn = 0, then (6.18) shows∣∣μ2
n −

〈
∇Fnϕn,∇Fnϕn

〉∣∣ ≤ 2μ2
n → 0 as n → ∞ ,

and hence (6.13) with μ∗ = 0. If μ∗ > 0, then we insert the bound 0 ≤ 1 − e−2εn〈x〉 ≤
2εn〈x〉 into (6.18) and get∣∣μ2

n −
〈
∇Fnϕn,∇Fnϕn

〉∣∣ ≤ μ2
n

(
2
〈
ϕn, εn〈x〉ϕn

〉
+
〈
ϕn, 〈x〉−2ϕn

〉)
→ 0 as n → ∞.

In view of (6.12) and (6.11) this proves (6.13) in the case μ∗ > 0.
It remains to prove (6.14). From the definitions of Fn and gn we deduce, after a short 

calculation, that∣∣(x · ∇)2gn − x · ∇|∇F |2
∣∣ � μn(μn + 1)

[
〈x〉−2 + 〈x〉−1 + εn〈x〉 + ε2

n〈x〉
]
e−εn〈x〉

(6.19)
This and that boundedness of mapping t → te−t on [0, +∞) implies that if μ∗ = 0, then∣∣〈ϕn,

(
(x · ∇)2gn − x · ∇|∇F |2

)
ϕn

〉∣∣ � μn(μn + 1) → 0 as n → ∞

If 0 < μ∗ < ∞, then we use (6.19) to estimate

∣∣〈ϕn,
(
(x · ∇)2gn − x · ∇|∇F |2

)
ϕn

〉∣∣ � 〈ϕn,
(
〈x〉−2 + 〈x〉−1

)
ϕn

〉
+
〈
ϕn, εn〈x〉ϕn

〉
→ 0 as n → ∞.

Here we have used again equations (6.12) and (6.11). This completes the proof of (6.14)
and hence of the Lemma. �
Lemma 6.4. Let 0 ≤ μ∗ < ∞ and Fn, gn, and ϕn be given as above. If V satisfies 
Assumptions 3.5 and 3.7, then

lim sup
n→∞

〈ϕn, V ϕn〉 =: ν ≤ 0 (6.20)

lim inf
n→∞

〈σ · (P −A)ϕn, σ · (P −A)ϕn〉 ≥ E + μ2
∗ − ν . (6.21)

Moreover, if the magnetic field B satisfies Assumptions 3.4 and 3.9, then

lim sup
n→∞

|
〈
σ · B̃ ϕn, σ · (P −A)ϕn

〉
| ≤ β(E + μ2

∗ − ν)1/2 . (6.22)
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Finally, if one splits V = V s +V �, with V s and V � satisfying Assumptions 3.9 and 3.10, 
then

lim sup
n→∞

〈
ϕn, x · ∇V ϕn

〉
≤ 2ω1(E + μ2

∗ − ν)1/2 + ω2. (6.23)

Proof. First we prove that

lim sup
n→∞

|〈ϕn, V ϕn〉| < ∞. (6.24)

Indeed, by Lemma 4.2 and equation (3.4)

|〈ϕn, V ϕn〉| ≤ α0(1 + η)‖σ · (P −A)ϕn‖2
2 + C

for any η > 0 and some C > 0 independent of n. Using (5.14) with F = Fn we then 
further get

|〈ϕn, V ϕn〉| ≤ α0(1 + η)
〈
ϕn, (E + |∇Fn|2)ϕn

〉
+ α0(1 + η)|〈ϕn, V ϕn〉| + C,

and (6.24) follow by choosing η small enough so that α0(1 + η) < 1 and letting n → ∞, 
see (6.13).

To prove (6.20) we let jm : [0, ∞) → R+, m = 1, 2, be infinitely often differentiable 
on (0, ∞) with j1(r) = 1 for 0 ≤ r ≤ 1, j1(r) > 0 for r ≤ 3/2, j1(r) = 0 for r ≥
7/4, and j2(r) = 0 for r ≤ 5/4, j2(r) > 0 for r ≥ 3/2, j2(r) = 1 for r ≥ 2. Then 
infr≥0(j2

1(r) + j2
2(r)) > 0 and thus

ξ1 := j1√
j2
1 + j2

2
, ξ2 := j2√

j2
1 + j2

2

are infinitely often differentiable with bounded derivatives and ξ2
1 + ξ2

2 = 1. Given R ≥ 1
we set

ξR−(x) := ξ1(|x|/R), ξR+(x) := ξ2(|x|/R).

Note that ξR+ , ξR− ∈ C∞(R3) that the all partial derivatives of ξR+ and ξR− . Moreover, 
ξR− has compact support, and supp(ξR+) ⊂ U c

R = {x ∈ R3 : |x| ≥ R}. By construction,

〈
ϕn, V ϕn

〉
+ =

〈
ξ2
R−ϕn, V ϕn

〉
+ +

〈
ξ2
R+

ϕn, V ϕn

〉
+.

From [4, Lemma 4.6] it follows that

sup sup ‖(P −A )ξR+ ϕn‖ < ∞, and ∀R ≥ 1 : lim sup ‖(P −A) ξR− ϕn‖ = 0.

R≥1 n∈N n→∞
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Hence a combination of Lemma 4.1, Assumption 3.4 and equation (6.11) applied with 
W = ξR− gives

sup
R≥1

sup
n∈N

‖σ · (P −A )ξR+ ϕn‖ < ∞, and ∀R ≥ 1 : lim sup
n→∞

‖σ · (P −A) ξR− ϕn‖ = 0.

(6.25)

Let us now treat the terms containing V . Since V is form bounded with respect to 
(P −A)2, it follows from Lemma 4.2 and equations (6.11), (6.25) that for a fixed R ≥ 1
we have

〈
ξ2
R−ϕn, V ϕ

〉
+ =

〈
ξR−ϕn, V ξR−ϕn

〉
+

� ‖σ · (P −A)ξR− ϕn‖2
2 + ‖ξR− ϕn‖2

2 → 0 , as n → ∞

Moreover, since V+ vanishes at infinity w.r.t. (P −A)2, there exist sequences αR, γR with 
αR, γR → 0 as R → ∞ such that

〈
ξ2
R+

ϕn, V ϕn

〉
+ =

〈
ξR+ϕn, V ξR+ϕn

〉
+ ≤ αR ‖σ · (P −A)ξR+ ϕn‖2

2 + γR‖ξR+ ϕn‖2
2 .

Equation (6.25) then shows that

lim sup
n→∞

〈
ξ2
R+

ϕn, V ϕn

〉
+ � αR + γR → 0 , as R → ∞ ,

which proves (6.20). Next, from (5.14), (6.13) and (6.20) we obtain

lim inf
n→∞

〈
σ · (P −A)ϕn, σ · (P −A)ϕn

〉
= lim inf

n→∞

(
E +

〈
∇Fnϕn,∇Fnϕn

〉
−
〈
ϕn, V ϕn

〉)
≥ E + μ2

∗ − ν.

Hence (6.21) follows. To treat the term with |B̃| we argue in the same way as for V and 
conclude that for any fixed R,

lim sup
n→∞

〈
ϕn, |B̃|2ϕn

〉
≤ lim sup

n→∞

〈
ξ2
R+

ϕn|B̃|2, ϕn

〉
� εR + β2

R,

where we used Assumption 3.9 and equation (6.25). Since εR → 0 and βR → β, as 
R → ∞, with the help of (4.2) we get

lim sup
n→∞

‖σ · B̃ ϕn‖2 ≤ β .

Moreover, equations (6.13) and (5.14) imply

lim sup ‖σ · (P −A)ϕn‖2 ≤
√
E + μ2

∗ − ν . (6.26)

n→∞
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Hence

|
〈
σ · B̃ ϕn, σ · (P −A)ϕn

〉
| ≤ ‖σ · B̃ ϕn‖2 ‖σ · (P −A)ϕn‖2 ≤ β

√
E + μ2

∗ − ν,

which proves (6.22). If the potential splits as V = V s + V � with V s, V � satisfying As-
sumptions 3.10 and 3.9, then one can argue exactly as above to conclude with

lim sup
n→∞

|
〈
xV sϕn, σ · (P −A)ϕn

〉
| ≤ ω1

√
E + μ2

∗ − ν and

lim sup
n→∞

|
〈
ϕn, x · ∇V �ϕn

〉
| ≤ ω2 .

Moreover, if V s and V � satisfying Assumptions 3.10 and 3.9, and ϕ ∈ D(P − A) with 
supp(ϕ) ⊂ {|x| ≥ R}, then using Lemma 4.2 we get

|
〈
ϕ, V s ϕ

〉
| = |

〈
|x|−1ϕ, |x|V sϕ

〉
|

≤ ‖|x|−1ϕ‖2‖|x|V sϕ‖2 � R−1‖ϕ‖2
(
‖σ · (P −A)ϕ‖2

2 + ‖ϕ‖2
2
)1/2

.

Thus limn→∞
〈
ϕn, V s ϕn

〉
= 0, and Corollary 5.8 gives

lim sup
n→∞

〈
ϕ, x · ∇V ϕ

〉
≤ 2ω1(E + μ2

∗ − ν)1/2 + ω2 . �
Proof of Proposition 6.1. Assume that 0 ≤ μ2

∗ < ∞. One easily verifies that Fn and gn
satisfy the assumptions of Lemma 5.5. The latter in combination with equation (6.14)
shows that

lim sup
n→∞

〈
ϕn, [H, iD]ϕn

〉
≤ 0 . (6.27)

On the other hand, equation (5.7) and Lemma 6.4 imply the lower bound

lim inf
n→∞

〈
ϕn, [H, iD]ϕn

〉
≥ 2(E + μ2

∗ − ν) − 2(β + ω1)(E + μ2
∗ − ν)1/2 − ω2

= 2
[(√

E + μ2
∗ − ν − β + ω1

2

)2

−
(
β + ω1

2

)2

− ω2

2

]
.

Hence if √
E + μ2

∗ − ν >
1
2
(
β + ω1 +

√
(β + ω1)2 + 2ω2

)
=

√
Λ,

then

lim inf
n→∞

〈
ϕn, i [H,D]ϕn

〉
> 0,

which contradicts (6.27). Thus μ∗ = ∞ and (6.1) follows. �
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6.2. Absence of embedded eigenvalues

We are now in position to prove our main result.

Theorem 6.5. Let B and V satisfy Assumptions 3.1-3.10. Then the Pauli operator HA,V

has no eigenvalues in the interval (Λ, ∞), where Λ is given by (1.2).

Proof. Assume that E
〈
ϕ, ψ

〉
= QA,V (ϕ, ψ) holds for all ϕ ∈ D(QA,V ) = D(P −A), and 

that E > Λ. From Proposition 6.1 we then deduce that

x → eμ〈x〉λ ψ(x) ∈ L2(R3,C2) ∀μ > 0, ∀λ > 0,

where 〈x〉λ = (λ + |x|2)1/2. Let μ > 0, ε > 0, λ > 0, and define

F (x) = Fμ,ε,λ(x) = μ

ε

(
1 − e−ε〈x〉λ

)
.

Then

∇Fμ,ε,λ(x) = xgμ,ε,λ(x), with gμ,ε,λ(x) = μ e−ε〈x〉λ√
λ + |x|2

.

Let ψμ,ε,λ = eFμ,ε,λ ψ. Lemma 5.6 and equation (5.10) give

κ
〈
ψμ,ε,λ, |∇Fμ,ε,λ|2 ψμ,ε,λ

〉
≤
〈
ψμ,ε,λ,

(
(x · ∇)2gμ,ε,λ − x · ∇|∇Fμ,ε,λ|2

)
ψμ,ε,λ

〉
+ C ‖ψμ,ε,λ‖2

2 (6.28)

for all μ, ε, λ > 0 and some constant C independent of μ, λ and ε. Now a direct calculation 
shows that

lim
ε→0

x · ∇|∇Fμ,ε,λ(x)|2 = 2λμ2〈x〉−1
λ

(
1 − 〈x〉−2

λ

)
> 0 , (6.29)

and

lim
ε→0

(x · ∇)2gμ,ε,λ(x) = −2λμ〈x〉−3
λ |x|2 < 0 . (6.30)

Since

lim
ε→0

Fμ,ε,λ(x) := Fμ,λ(x) = μ〈x〉λ ,

in view of Proposition 6.1 we can pass to limit ε → 0 in (6.28) to obtain

κμ2 〈ψμ,λ,
|x|2

2 ψμ,λ

〉
≤ C ‖ψμ,λ‖2

2 ∀μ, λ > 0, (6.31)

λ + |x|
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where

ψμ,λ(x) := eμ〈x〉λ ψ(x) ∈ L2(R3,C2) .

Using once again Proposition 6.1 together with the monotone convergence theorem we 
arrive, by letting λ → 0, at the inequality

κμ2 ‖ψμ‖2
2 ≤ C ‖ψμ‖2

2 ∀μ > 0, (6.32)

where ψμ(x) = eμ|x| ψ(x). This is of course impossible for μ large enough. Hence ψμ = 0
and the claim follows. �
Remark 6.6. The statement of Theorem 6.5 cannot be extend to the interval [Λ, ∞). 
Indeed, the result of Loss and Yau [19] shows that if

B(x) = 12
(1 + |x|2)3

(
2x1x3 − 2x2, 2x2x3 + 2x1, 1 − x2

1 − x2
2 + x2

3
)
, (6.33)

then zero is an eigenvalue of HA,0. More precisely, Loss and Yau proved that there exists
A : R3 → R3 with curlA = B such that

σ · (P −A)ϕ = 0, ϕ = 1 + iσ · x
(1 + |x|2)3/2 ϕ0, (6.34)

where ϕ0 is an arbitrary normalized spinor. In this case we have Λ = 0, see equation 
(6.33) and Lemma A.1. Hence Theorem 6.5 guarantees the absence of eigenvalues in the 
interval (0, ∞). The fact that our technique cannot be applied to exclude zero eigen-
value is reflected also by the power-like decay of ϕ at infinity, see (6.34), which is in 
stark contrast to the super-exponential decay of eigenfunctions with positive eigenval-
ues, cf. Proposition 6.1.

For more examples of magnetic fields supporting a zero eigenvalue we refer to [1,11,21]. 
It should be pointed out, however, that the existence of a zero eigenvalue of HA,0 is an 
exceptional event. Indeed, it was proven in [6] that those magnetic fields for which zero 
is not an eigenvalue of HA,0 form a dense set in L3/2(R3; R3).

As a simple consequence of Theorem 6.5 we obtain sufficient conditions for absence 
of positive eigenvalues of HA,V .

Corollary 6.7. Let B, V satisfy assumptions of Proposition A.2 and suppose moreover 
that B(x) = o(|x|−1) and ‖V (x)‖ = o(|x|−1) as |x| → ∞. Then the operator HA,V has 
no positive eigenvalues.

Proof. We use the splitting V s = V, V � = 0. From the assumptions of the corollary 
and from Proposition A.2 we get β = ω1 = ω2 = 0. The claim thus follows from 
Theorem 6.5. �
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7. Example

In this section we construct an example which indicates the sharpness of the critical 
energy Λ. Consider the radial magnetic field

B(x) =
(
0, 0, b(r)

)
, b(r) = b0√

1 + r2
, r =

√
x2

1 + x2
2 (7.1)

The vector potential associated to B in the Poincaré gauge is then given by

A(x) = (−x2, x1, 0)
r

r∫
0

b(s)s ds =:
(
a1(x1, x2), a2(x1, x2), 0

)
.

Let v : R → (−∞, 0] be a bounded compactly supported function such that 
∫
R v < 0, 

and let

V (x) =
(

0 0
0 v(x3)

)
.

Then

HA,εV =
(
h+ ⊕ P 2

3 0
0 h− ⊕ (P 2

3 + εv)

)
, (7.2)

where h± are the operators in L2(R2) acting on their domains as

h± = (P1 − a1)2 + (P2 − a2)2 ± b .

Obviously, the operators h± are non-negative being the components of the associated 
two-dimensional Pauli operator. In addition, since b(r) → 0 as r → ∞, the structure 
of the spectra of h± is the same as that of the two-dimensional magnetic Schrödinger 
operator (P1 − a1)2 + (P2 − a2)2. In particular, from the well-known example of Miller-
Simon [20], with a numerical error corrected in [4, Sec. 6.1], it follows that the spectrum 
of h± is dense pure point in [0, b20) and absolutely continuous in [b20, ∞).

Hence if ε > 0 is small enough such that the operator P 2
3 + εv in L2(R) has exactly 

one discrete negative eigenvalue −λ(ε), then by (7.2),

σes
(
HA,εV

)
= [−λ(ε),∞),

and the spectrum of HA,εV is dense pure point in [−λ(ε), b20 − λ(ε)
)

and absolutely 
continuous in 

[
b20 − λ(ε), ∞

)
.

On the other hand, it is easily verified that B and V satisfy assumptions of Theo-
rem 6.5, see Proposition A.2. Moreover, putting V s = 0 and V � = V gives ω1 = ω2 = 0. 
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Therefore, for any ε > 0 we have Λ(B, εV ) = β2 = b20. Since λ(ε) → 0 as ε → 0, the 
above example shows that the threshold energy Λ cannot be improved.

Remark 7.1. Examples of magnetic fields which produce embedded eigenvalues of HA,V

above any fixed energy were found in [5, Thm. 5.1] and [9, Thm. 3.1].

8. The Dirac operator

The magnetic Dirac operator in L2(R3, C4) is given by

D =
(

m1 σ · (P −A)
σ · (P −A) −m1

)
, (8.1)

where m ≥ 0 is a constant. From Assumption 3.4 and equation (4.3) it follows that 
D(D) = D(P −A). Recall also that

σ(D) = σes(D) = (−∞,−m] ∪ [m,∞).

We have

Theorem 8.1. Let B satisfy the Assumptions 3.3, 3.4, 3.9 and 3.10 (with V = 0). Suppose 
that A ∈ L2

loc(R3; R3) is such that curlA = B. Then the Dirac operator D has no 
eigenvalues in

(
−∞,−

√
β2 + m2

)
∪
(√

β2 + m2, ∞
)
,

where β is given by (3.10).

Proof. Since the spectrum of D is gauge invariant, we may suppose without loss of 
generality that A is given by (2.12). Note that

D2 =
(
HA,0 + m21 0

0 HA,0 + m21

)
, (8.2)

in the sense of quadratic forms on D(P − A). This means that if D ψ = Eψ for some 
ψ ∈ D(P − A), then ψ is a weak eigenfunction of HA,0 relative to eigenvalue E2 −m2. 
Since Λ = β2, in view of Theorem 6.5 we must have E2 −m2 ≤ β2. �
Corollary 8.2. Let B be such that |B̃| ∈ Lp

loc(R3) for some p > 3, and suppose that B(x) =
o(|x|−1) as |x| → ∞. Then the operator D has no eigenvalues in (−∞, −m) ∪ (m, ∞).

Proof. This is a combination of Proposition A.2 and Theorem 8.1. �
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Remark 8.3. As in the case of Pauli operator we note that the claim of Corollary 8.2
cannot be extended to the set (−∞, −m] ∪ [m, ∞). Indeed, the magnetic field given by 
(6.33) satisfies assumptions of Corollary 8.2, but the associated Dirac operator D has 
eigenvalues m and −m. To see this, consider the spinor ϕ ∈ L2(R3, C2) given by (6.34). 
Then, with a slight abuse of notation,

D

(
ϕ
0

)
= m

(
ϕ
0

)
and D

(
0
ϕ

)
= −m

(
0
ϕ

)
.

One should mention that sufficient conditions for the absence of all eigenvalues of D
were established in [10]. Indeed, it was proved there that when A ∈ W 1,3

loc (R3), then the 
operator D has no eigenvalues in (−∞, −m] ∪ [m, ∞) if the functional inequality

∫
R3

|x|2|B|2 |u|2 ≤ c2
∫
R3

|(P −A)u|2 (8.3)

holds for all u ∈ C∞
0 (R3) and with a constant c which satisfies

c
(
11 + 33/2

2
√
c
)
< 1,

see [10, Thm. 3.6].

Remark 8.4. Non existence of eigenvalues of the perturbed Dirac operator D + 1q was 
studied already by Kalf [16]. He proved that if

|x|
(
|q(x)| + |B(x)|

)
→ 0 as |x| → ∞, (8.4)

then the operator D + 1q has no eigenvalues in R \ [−m, m]. Note that (8.4) implies 
β = 0. The result of Kalf was later extended to matrix valued potentials in [8].
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Appendix A. Pointwise and local Lp conditions

Here we formulate sufficient conditions which guarantee the validity of Assump-
tions 3.7, 3.8, 3.9.

A.1. Pointwise conditions

Lemma A.1. Given a magnetic field B and potential V = V s + V � assume that 
|B̃|, |V |C2 , |xV s|C2 , and |x · ∇V �|C2 are bounded outside of a compact set, and that

lim
|x|→∞

|V+(x)|C2 = 0.

Then Assumptions 3.7, 3.8 and 3.9 are satisfied and

β ≤ lim sup
|x|→∞

|B̃(x)|, ω1 ≤ lim sup
|x|→∞

|xV s(x)|C2 , and ω2 ≤ lim sup
|x|→∞

|(x·∇V �(x))+|C2 .

(A.1)

Proof. This is a straightforward consequence of the definitions of β, ω1 and ω2. �
A.2. Local Lp conditions

The conditions of Lemma A.1 can be relaxed by considering potentials which are not 
necessarily bounded at infinity, but which belong to Lp

loc(R3) for a suitable p.

Proposition A.2. Let B, V satisfy conditions of Lemma A.1, and let V satisfy Assump-
tion 3.1. Suppose moreover that |B̃| ∈ Lp

loc(R3) and |V s,�(·)|C2 ∈ Lp
loc(R3) for some 

p > 3. Then all the hypotheses of Section 3 are satisfied with αj = 0 for j = 0, 1, 2, 3, 
and the constants β, ω1, ω2 satisfy (A.1).

Proof. If |B̃| ∈ Lp
loc(R3) with p > 3, then it is easily seen that Assumption 3.3 holds. 

In view of Lemma A.1 it thus remains to prove Assumptions 3.4, 3.5 and 3.10. Given a 
matrix valued function M on R3 and a test function (2.10) with u, v ∈ D(P − A), we 
have

‖Mϕ‖2
2 ≤ ‖‖M(x)‖C2 ϕ‖2

2 =
∫
R3

‖M(x)‖2
C2

(
|u(x)|2 + |v(x)|2) dx, (A.2)

∣∣〈ϕ,Mϕ
〉∣∣ ≤ 〈

ϕ, ‖M(x)‖C2 ϕ
〉

=
∫
R3

‖M(x)‖C2
(
|u(x)|2 + |v(x)|2) dx. (A.3)

So let u ∈ D(P − A), and let W ∈ Lp
loc(R3), p > 3, be bounded outside a compact set 

K ⊂ R3. The compactness of the Sobolev embedding H1(K) ↪→ Ls(K), 2 ≤ s < 6 and 
the diamagnetic inequality imply that for any ε > 0 there exists Cε such that
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⎛⎝∫
K

|u|sdx

⎞⎠
2
s

≤ ε‖∇|u|‖2
L2(R3) + Cε‖u‖2

L2(R3)

≤ ε‖(P −A)u‖2
L2(R3) + Cε‖u‖2

L2(R3) ∀ s ∈ [2, 6). (A.4)

Equation (A.4) and the Hölder inequality give

‖Wu‖2
L2(R3) ≤ ‖W‖2

L∞(Kc) ‖u‖2
L2(R3) + ‖W‖2

Lp(K)

⎛⎝∫
K

|u|p′
dx

⎞⎠
2
p′

≤ ε‖(P −A)u‖2
L2(R3) + Cε ‖u‖2

L2(R3), (A.5)

where p′ ∈ (2, 6) satisfies 2
p + 2

p′ = 1. By the hypotheses of the proposition we can ap-
ply the above estimate with W replaced by |B|, |B̃| and ‖xV s‖C2 respectively. This in 
combination with (A.2) implies Assumption 3.4 and the upper bound (3.11) of Assump-
tion 3.10 with α1 = 0. In the same way we get∫

K

|W ||u|2 dx ≤ ‖W‖Lp(K)
(
ε ‖(P −A)u‖2

L2(R3) + Cε ‖u‖2
L2(R3)

)
.

Inserting W = ‖V ‖C2 in the above estimate and using (A.3) we obtain Assumption 3.5
with α0 = 0, and estimate (3.13) with α3 = 0.

To prove (3.12) consider W as above and take R large enough such that K ⊂ UR. 
Integration by parts yields∫

UR

x · ∇W |u|2 dx = R

∫
∂UR

W |u|2 dS − 2
∫
UR

W
(
|u|2 + Re (ū x · ∇u)

)
dx. (A.6)

Now let ε > 0. Since the trace embedding H1(UR) ↪→ L2(∂UR) is compact and W ∈
L∞(∂UR), there exists Cε such that

R

∫
∂UR

W |u|2 dS ≤ ε

∫
UR

|∇|u||2 dx+Cε

∫
UR

|u|2 dx ≤ ε‖(P −A)u‖2
L2(R3) +Cε ‖u‖2

L2(R3),

(A.7)
where we have used also the diamagnetic inequality. As for the second term in (A.6), we 
note that x · ∇u = x · (P −A)u, see (2.13), and hence

∣∣∣ ∫
UR

W Re (ū x · ∇u) dx
∣∣∣ = ∣∣∣ ∫

UR

W Im (ū x · (P −A)u) dx
∣∣∣ ≤ R

∫
UR

|W | |u| |(P −A)u| dx

≤ R‖Wu‖L2(UR)‖(P −A)u‖L2(R3)
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≤ R2
√
ε
‖Wu‖2

L2(UR) +
√
ε ‖(P −A)u‖2

L2(R3)

≤
√
ε
(
R2 ‖W‖2

Lp(UR) + 1
)
‖(P −A)u‖2

L2(R3) + Cε‖u‖2
L2(R3),

where we have used the estimate∫
UR

W 2 |u|2 dx ≤ ‖W‖2
Lp(UR)

(
ε ‖(P −A)u‖2

L2(R3) + Cε ‖u‖2
L2(R3)

)
,

see (A.5). Putting the above estimates together and using W ∈ L∞(Kc) we find that

|
〈
u, x · ∇Wu

〉
L2(R3)| ≤ ε‖(P −A)u‖2

L2(R3) + Cε ‖u‖2
L2(R3) .

The polarization identity (2.11) now gives

|
〈
v, x · ∇Wu

〉
L2(R3)| ≤ ε

(
‖(P −A)u‖2

L2(R3) + ‖(P −A)v‖2
L2(R3)

)
+ Cε

(
‖u‖2

L2(R3) + ‖v‖2
L2(R3)

)
.

Applying the above estimate with W replaced by the matrix elements of V � yields 
inequality (3.12) with α2 = 0. �
A.3. Uniformly local Lp conditions

In order to include potentials with stronger singularities than those allowed by Propo-
sition A.2, we introduce the class

Lp
loc,unif =

{
f : sup

x∈R3

∫
U1(x)

|f(y)|p dy < ∞
}
, p >

3
2 (A.8)

equipped with the norm

‖f‖Lp
loc,unif

= sup
x∈R3

( ∫
U1(x)

|f(y)|p dy
)1/p

. (A.9)

Definition A.3. Let f ∈ Lp
loc,unif. We say that g is equivalent to g at infinity, and write 

g ∼ f if g ∈ L∞(R3) and if

lim sup
R→∞

∥∥1Uc
R
(f − g)

∥∥
Lp

loc,unif
= 0. (A.10)

Given f ∈ Lp
loc,unif, we define

γ(f) = inf
(
‖g‖∞ : g ∼ f

)
.
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We then have

Proposition A.4. Let B, V satisfy conditions of Lemma A.1, and let V satisfy Assump-
tion 3.1. Suppose moreover that |B̃| ∈ Lp

loc,unif(R3) and |V s,�(·)|C2 ∈ Lp
loc,unif(R3) for 

some p > 3/2. Then all the hypotheses of Section 3 are satisfied with αj = 0 for 
j = 0, 1, 2, 3, and the constants β, ω1, ω2 satisfy

β ≤ lim sup
|x|→∞

γ(|B̃(x)|), ω1 ≤ γ(|xV s(x)|C2), ω2 ≤ γ(|x · ∇V �(x)|C2) (A.11)

Proposition A.4 is a matrix valued version of the results established in [4, Sec. A.1]. 
We therefore omit the proof and refer to [4].
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