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simulations. The limit and feasibility of the reduced-dimensionality approach are detailed, starting on a smaller
model system. The methodology is then challenged on the IR absorption and vibrational circular dichroism
spectra of an organometallic complex in three different spectral ranges.

1. Introduction

Over the past decades, vibrational chiroptical spectroscopic tech-
niques, principally vibrational circular dichroism (VCD) and Raman
optical activity (ROA), have emerged as powerful and reliable tools to
investigate molecular systems [1-4]. One strength of vibrational optical
activity with respect to other chiroptical techniques is the possibility to
be recorded for any chiral molecules without requiring any particular
“active” groups.

With its almost fifty-year history, VCD is nowadays a consolidated
technique, increasingly employed in industries, in particular for the
characterization of drugs, where the enantiomeric definition is required
by many drug agencies. Although its most successful application con-
sists in assigning the absolute configuration, including complex cases
where several sources of chirality are present [5-16], the wealth of
information contained in the spectra can also be used to investigate
the conformational flexibility or the interaction with the solvent for
instance, and has inspired several applications [17-19]. Indeed, soon
after its discovery, VCD has been successfully applied to the investi-
gation of systems of biological relevance and biomolecules [20-23],
including protein amyloid fibrils [24,25] and DNA [26,27]. VCD has
also been recently applied to the investigation of catalytic reactions and
liquid crystals [28-30].

With few exceptions [31,32], and contrary to their non-chiral coun-
terparts, vibrational optical activity spectra can very rarely be inter-
preted by application of simple symmetry or empirical rules. Since the
signal is the result of multiple interacting properties, the development
of VOA spectroscopy and its adoption in laboratory workflows have
gone conjointly with the development of theoretical models and their
availability in computational software. Nowadays, for instance, VCD
measurements can be directly paired with computations, using the
harmonic-oscillator approximation coupled in most cases with density
functional theory (DFT) [1,33].

However, as instruments and experimental techniques continue to
evolve [34,35], they become able to produce spectra of higher reso-
lution and access new energy ranges [36,37]. These new possibilities
push standard approaches based on DFT and the harmonic oscillator to
their limit, exposing their shortcomings [38].

One well-documented path to improvement is through a better
description of the vibrational effects, with the inclusion of their intrin-
sic anharmonicity. Among available methods, vibrational perturbation
theory (VPT), in particular its version at the second order [39], has
attracted some attention, capable of accounting for the leading contri-
butions of anharmonicity for a fraction of the cost of more sophisticated
alternatives [40-46]. In brief, it builds upon the harmonic approxima-
tion through a perturbative inclusion of anharmonic effects. Different
cutoffs in the expansion of the potential energy can be chosen. The or-
der is defined with respect to the second-derivatives, which corresponds
to the harmonic level, leading to VPT2 (up to the fourth derivative of
the energy), VPT4 (sixth order), VPT6 (eighth order) and so on. Among
them, VPT2 is a good compromise between accuracy and computational
cost, requiring in practice only a limited expansion of the potential
energy surface—and property surface for the intensities—which can be
done through single numerical differentiations. Nonetheless, the addi-
tional cost over the harmonic approximation can become particularly
high when targeting large systems, making even VPT2 inapplicable for
these cases.

This is the case of many chiral metal complexes with important bio-
logical and technological roles, for instance in the enzymatic functions
or in catalytic synthesis [48-52], which are often quite sizable. A few

years ago, some of us have studied a complex of ruthenium(II) (RuCl,
on the right side of Fig. 1), which can serve as a prototype to study
the interaction of carbon monoxide with metal atoms [47]. From a
spectroscopic perspective, an interesting feature is that the coordinated
carbonyl ligand typically lies in the 2125-1850 cm™! range, a region
of the IR spectrum where only overtone and combination bands are
usually observed [53,54]. The corresponding VCD signal revealed a
clear correspondence with the configuration at the metal center, which
can be used as a probe of the configuration of the metal center and that
we confirm in this work experimentally in Fig. 2 with three closely
related complexes obtained by halogen substitution (RuBr, Rul) or
removal by silver tetrafluoroborate in acetronitrile solution (RuBF,).

Unfortunately, at that time, the dimension of the complex did not
consent performing simulations beyond the harmonic approximation,
thus precluding a direct comparison between simulations and experi-
ments and, for instance, the investigation of the CH-stretching region.
Even now, the size remains a major hurdle for a full anharmonic
treatment. This motivated us to study a feasible route to account for
anharmonic effects on large molecules.

We may first note that, often, only portions of the whole spectra
are investigated and/or are rich of useful VCD signals and therefore, as
proposed before, anharmonic corrections can be narrowed to certain
regions [55]. Because of the lack of analytic high-order derivatives
for the energy and intensities in standard computational packages,
anharmonic constants are constructed by sampling the potential energy
and property surfaces. This means that, by design, it is possible to build
them incrementally, so that they can be computed only on subsets
of normal modes which are directly related to the regions of interest
for a fraction of the computational cost required. However in this
approach only a truncated anharmonic correction would be included,
potentially leading to inaccurate results, especially for intensities, often
more sensitive than the energy [36].

With the aim of reproducing the whole experimental band-shape in
the region of interest, it is essential to understand how this truncation
will impact the energies, but also the transition moments, the latter
having been often overlooked in previous studies of this type. This has
led us to investigate what a reduced-dimensionality VPT2 meant in
terms of theory, accuracy, reliability. In this work, we focus on these
aspects, and illustrate them first on a model system inspired by the
full system, the template molecule depicted on the left side of Fig. 1,
sufficiently large to be representative of potential issues in the real
system, but small enough to still be feasible at the full VPT2 level. Then,
the new protocol is applied to the full-size complex RuCl. The evident
improvement in the simulated spectra with respect to the harmonic
results paves the way to a better understanding of the vibrational
pattern of this complex, but also offers an encouraging route to study
more systematically large systems beyond the harmonic level.

The paper is organized as follows. After providing the theoretical
background to VPT2 in the context of a reduced-dimensionality (RD)
approach where only a subset of anharmonic constants are available,
the experimental and computational details are given. Then, starting
from the template molecule, we discuss the impact of the choice of
the electronic structure method rooted in DFT, especially on vibrational
optical activity spectra. Using the indicators provided in the theoretical
part, we analyze the impact of the RD scheme on the simulation of
energies and intensities of specific transitions. We then extend this
work to spectroscopic ranges of the template molecule within the RD
approach, and eventually scale up to the simulation of the IR absorption
and VCD spectra in three spectral regions of the RuCl complex. We
draw conclusions and outline perspectives for the RD approach in the
last section.
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Fig. 1. Graphical representations of the investigated ruthenium complexes. On the left, the smaller template system is shown, while on the right the structure of the full molecular

system RuCl is reported.
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Fig. 2. Experimental IR and VCD spectra of RuCl, RuBr, Rul and RuBF, pairs of diastereomers (see Fig. S1 in Supplementary Material) at the metal in the CO stretching region.
RuCl data were taken from Ref. [47], other spectra were recorded in 0.08 M/CCl, solutions. An inversion in the correspondence between the signs and metal configurations
of RuCl with respect to the others complexes reflects changes in the priority rules of the substituents. Thus, among the panels, the colors were kept consistent with the spatial

arrangement.

2. Theoretical background
2.1. VPT2 energies

In absence of analytic forms, the third and fourth derivatives of
the potential energy V required to compute the VPT2 energies are
commonly obtained through the numerical differentiation of analytic
second derivatives along the normal coordinates, either dimensionless
(g@) or mass-weighted (Q). Third derivatives (also called cubic force
constants) can be built from single numerical differentiations, below
shown with respect to g since the equations will be later given with
respect to these quantities,

P PV _ fij(+6q,) — f;;(=6q,) _ fi(+6q;) — iy (—d4;)
ijk 04;04;0qy, 264y 26q; o
fi(+04;) — f;.(—64;)
- 264, ’

While the construction of the fourth derivatives (quartic force
constants) would require in theory a double differentiation, using two

steps, a single step is needed in practice. Indeed, since only semi-
diagonal quartic force constants are necessary for the VPT2 energies
and most transition intensities (except for ternary ‘1+1+1’
combinations, [56] see the Supplementary Material), the relevant quan-
tities can be generated from the same displacement as the cubic
ones,

oV fi(+64;) + f(=6q;) — 2f;,.(g*)
fije = = 7 2
aqiaqiaqjaqk 8q;
fj/(+5qi) + fjj(_aqi) - 2fj/(qeq)
fijj = 2
F(+6g) +F(o5q ) — 2, (g (3
_ i (+ q/)+ ii( q}) i(q*)

6qj2

f;; are the Cartesian force constants converted to the dimension-
less coordinates, g* refers to the equilibrium geometry and &g; is an
arbitrary step along normal coordinate g;.

From these equations, some anharmonic force constants are defined
multiple times. When the full necessary force field is built, by com-
puting the harmonic force constants at 2N displaced geometries (N is
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the number of normal modes), this redundancy can be used to check
the stability of the numerical differentiation, since the constants should
be equal. On the other hand, this means that the cost of building the
anharmonic force field can be reduced by carrying out the numerical
differentiation on a subset of P normal modes. The obvious drawback
is that some non-redundant data may end up to be missing.

To evaluate the impact of the truncation on the anharmonic cor-
rection, let us consider the definition of the transition energy from the
ground state to a vibrational state |2, ),

N N N .
Vy = Ey — €)= 2 Uy, i@ + 2 Z Xij [UM,iUM,j + 3 (vari + UM,j)] 4

i=1 i=1 j=i
where wv,,; represents the number of quanta associated to mode i
in state v, and w; its harmonic wavenumber. y is the anharmonic
correction matrix, whose elements are defined as,

iii

56,2 N (8w,2—3wj2)f- 2

164, = fi; — =2 — iij (5)
ii iiii 3w; o oo (4a)i2 _ wj2)
J#i
2 2
4y, = _ zwifiij _ zwjfijj _ fiiifijj
ij iijj (4w 2 _ wjz) (400/-2 — wiz) @;

N 2 2 2 2
N 2 Zwk(coi + ;" —w )f,-jk
(0; + 0; + o )(@; — 0; — W) (@; —v; — o)W, —0; — ;)

=

4> + o>
M 2 B:q{gij,T}Z 6)
[ORON

=7 T=X,y,Z

If we assume that the numerical differentiation has been carried out
along a single normal mode i, to compute the anharmonic correction
to the transition energy of the fundamental state |1;) for instance, then
the terms highlighted in orange in Eq. (6) are null since f;;; and f;;
are unknown. As already noted in Ref. [55], a common pattern can be
noted for both terms, f;;;f;;/4w; and f;,f;; /4®,, which can be recast
in the form, a;()f;

i and a;(k)f ks with «;(j) defined as,

a,-(j )= ﬂi (@]
4w !

Since all terms of a;(j) are known from the differentiation along
normal mode i, «;(j) can be used as an indicator of the importance of
the missing term. If a;(j) or a;(k) are very small, then the related term
is likely small and will contribute marginally to the total correction
of the energy. Conversely, if it is large, then the corresponding term
may not be insignificant. This is also consistent with the fact that a
large value of «;(j) means that the associated cubic force constant is
also high, and so is the coupling between modes i and ;. Hence, the
latter mode should also be treated at the anharmonic level. It is thus
possible to devise an incremental strategy by selecting first the modes
of interest, for instance a probe vibration or all the modes associated
to a group of transitions in a specific region, and build the anharmonic
force constants along these modes. Then, by computing for each mode
the corresponding function «;(j), one can identify the larger couplings
that can contribute to the VPT2 energies of the states of interest. If
the couplings involve modes previously not selected, then additional
numerical differentiations are carried out along these modes and their
couplings evaluated. The procedure can be carried out iteratively until
convergence, that is to say all substantially coupled modes are included
in the anharmonic treatment and the correction to the energy of the
states of interest stabilizes.

It is convenient at this point to introduce some terms to qualify the
different types of modes in the anharmonic treatment. In the following,
a mode is defined active if the differentiation was carried out along
this mode and the anharmonic correction is included in the transition
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energies of its fundamental states and overtones. On the opposite, a
mode will be labeled inactive if the anharmonic force constants are not
specifically constructed along this normal mode. In practice, this means
that the numerical differentiation is not carried out along this mode.
Since the anharmonic correction would result significantly truncated,
it is not applied to the transition energy of the fundamental and
overtones of such a mode. By extension, the anharmonic correction
will be applied to the energy of a combination band only if all the
excited modes are active. For instance, the vibrational transition energy
of the combination band |1,-1 ;) will be calculated at the VPT2 level
only if both i and j are active. In addition to those two kinds, we
introduce another type of mode, that will be called passive (or frozen)
and is substantially a variant of inactive. Inactive modes still contribute
indirectly to the anharmonic correction, which means that if i is active
and j is inactive, any third derivatives of the energy involving both
modes (f;;;, f;; and f;;) or any fourth derivatives of the form f;;, (k
can be equal or different from j and i) will be known and included
in the anharmonic correction. On the other hand, if j is passive, then
the contribution of any force constant involving this mode is neglected
(fij; = fu; = fiu = 0, fyx = 0 even if i is active). This can be
convenient when dealing with large amplitude motions (LAMs), which
are known to be poorly handled by VPT2. Indeed, LAMs can impact
negatively the energies of other states through their couplings. Hence,
a simple remedy can be to ignore any contribution from these modes,
considering them passive. It should be kept in mind, however, that the
coupling in this way is arbitrarily severed, so that such a technique
should be applied with caution.

Turning back to the analysis of the coupling, since the primary
use of the indicator « is its magnitude, it is more convenient to plot
directly @;(j) = |e;(j)|. It is worth mentioning that, contrary to the
indicator used in a previous work [55], which only considered the
cubic force constant, the quantity here is dimensionless, making the
definition of a threshold in principle easier. Two strategies can be
thus followed. Once all values of ;(j) for a given active mode i are
computed, they are sorted by decreasing magnitude and the inactive
modes j are added one-by-one in the anharmonic treatment until the
anharmonic correction to the energies of the states of interest stabilizes.
Considering the case of the fundamental of a probe vibration i, the
transition energy has the form,

N
Vi, :a)i+2;(ii+2% ®
J#i

The procedure described before translates in practice into “Y’;; %”
not changing anymore with the addition of new active modes j. It is
noteworthy that if j is active, then f i and f;;. are available, so the
corresponding term y;; is known exactly.

An alternative strategy, which does not require this progressive
approach could be to set a threshold x5 and consider active all the
modes j for which &;(j) meets the condition,

;(j) > kg

This makes such protocol faster to implement and execute since
there is no need for a systematic control every time a mode is added
into the set of active modes. However, the difficulty is shifted to the
choice of a suitable value of . This will be further investigated in the
discussion on an actual case study.

2.2. VPT2 intensities

The indicator and strategies described in the previous section to
build a reduced anharmonic force field are intrinsically connected
to the calculation of VPT2 energies. The complete prediction of the
vibrational band-shape requires also the accurate calculation of the
intensities for at least the transitions of interest. This would typically
mean that at the anharmonic level, in addition to the force field, the
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expansion of the property surface is necessary. Like for the potential
energy, analytic formulas are available for limited derivative orders,
typically the first derivatives, and higher orders are obtained through
numerical differentiations. It is important here, for reasons that will be
clearer later, to separate properties depending on the nature of the first
derivatives, with respect to either the nuclear coordinates or to their
conjugate momenta.

Considering a generic property P function of g, the necessary an-
harmonic terms to compute the intensities of fundamentals, first and
second overtones, and 2-modes combinations up to 3 quanta (‘1,-1 i)

‘2,-1 j>) [57], can be obtained from the numerical differentiation of
analytic first derivatives (noted as P; for convenience),

p _ 0P _ Pi+q) —Pi-bq) _ P,(+5q) - P,(-5q) ©
Y 0q,0q, 258q; 26¢;
5p Pj(+64) + P;(=6q) - 2P;(¢*)
P, = o°P i i q 10)
94;04;0q; 8q;”

If P is function of the momenta, then there is no redundancy in the
calculation of the second derivatives since P;; # P;. Note that in
the following, the order of the indexes is assumed to be this way,
P,; = 0°P/dq;0p; and P,;, = 0*P/dq;dq;0p;.

The transition integral to a fundamental state |1;) can be divided
into two terms,

(P, = (P,

where <P>6,1i
numerical differentiation with respect to ¢;, and <P)gff all the other
terms. Because of the subtle differences mentioned above between
properties functions of g or of its conjugate momentum vector p, the
definition of both terms in the rhs of Eq. (11) will vary depending on
P. It is nevertheless possible to obtain a general formulation by using a
slightly different notation compared to Ref. [58]. The definition of the
transition moment can be thus split into,

+ (P an

gathers the elements of (P), that are known from the

5 L s-8)
<P>0| =50 XSXP, +—P,“(2+S)—— ,”/ j m—rw/
N 1+5 S
S 1 S
2t Gt ) [+ =
4 {; ” + ) [3(1} + a)j]
N
51 I u/
- p(1+3S) + 2P, + (1 + S)P,,
S{Ew,x >Z - [25P 4 >,,]}
So al B P ;0; 1 S(1=46;;)
+2 e +
2 j;]<2 Tc'k‘rgfk"> J [on (w,+wj 0, —o; )

o 1 _S(l—&,.j)
Voo, \ 0 +o; w; —;

1 1
+ E i fia P 146,)(1 -6, -
k[ 1 ikiViki {( i)( i1) [2 (@, N D 2y, ) D

S S
+ —
2Aw; + 0 +0)? 2w, — o — w))? ] }
N
o 4 2
+ 223 fufP (=801 = 8,) +
16 & ik ,{ / * [wk(w,+w/) (@, + )2, + ;)
48 28 5 ( 5fk(6—4S)>
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5 2 2S
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where S, s, 51, 5, are constants whose values depend on the actual
property and are reported in Ref. [58] for the spectroscopic techniques
of interest here. The summations indexes were chosen so that each
element would be fully known if mode k is active, with the only
exception of P, in the case of non-commutating indexes (first deriva-
tives of the properties with respect to the momenta). Compared to the
energy, the definition of the intensities of fundamentals involve more
complex couplings between several modes. No simple strategy can be
established to assess a priori the extent of the couplings as done before.
The problem is further complicated by the presence of different types of
contributions, pure electrical (first term in the rhs of Eq. (13)), mixed
electrical-mechanical (second and third terms), and pure mechanical,
where electrical refers to the expansion of the property beyond the
harmonic level, and mechanical to that of the vibrational wavefunction,
hence the potential energy surface. Because of their different natures, a
meaningful discussion is only possible by separating these three kinds
of contributions.

The pure electrical anharmonicity requires numerical differentia-
tions along all normal modes—P,;, and SP;,; cancel each other for
P function of the momenta [58] since S = —1—it is thus impossible
to predict a priori the overall contribution of those terms. A possible
indicator, albeit indirect, could be to evaluate the relative magnitude
of the diagonal term with respect to the harmonic term,

55P;;;(2+S)
250 P;

—Ey:

7Pl-,-,-(2 +S)
- a; (i) =

Efn _
o @)= 50 X S X P, i

Very low contributions could hint at a modest effect of the pure
electrical anharmonicity as a whole, minimizing the need to explicitly
extend the anharmonic property surface.

The problem of the mixed terms (second and third terms in the rhs
of Eq. (13)) is more challenging in a way since it involves two distinct
modes in addition to i and both mechanical (cubic force constants)
and electrical (second derivatives of the properties) anharmonicities.
The first term is specific to the case where the first derivative of P is
with respect to the momenta. The known part, 2s,f; (1/3w; — 1/w;)/8
is similar in form to «;(k). Considering that 1/3w; — 1/w, > 1/w, only
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if w;, > 6w;, and the wavenumbers of the modes typically of interest
would be at least in the fingerprint region (w; > 600 cm™!), then (k)
can act as an upper bound to estimate the magnitude of the term. The
other term is common to any definition of P and can be subdivided into
two components. In the first one, the cubic force constant is known. The
largest contribution would come from

N
Sy S
3 j,kz=1 fisi (Pjic +Pyy) prpr——

ki
which corresponds to a Fermi resonance for the intensity [36]. Since
there is no way to distinguish between j and k, both would have to
be taken into account. A mitigation strategy, to avoid including an
excessively large number of active modes, would be to only consider
critical cases, which would correspond to actual resonances. The latter
will be discussed in more details later. Finally, for the last contribution
to the mixed anharmonic term, only the property derivatives are in
principle known (1 + S = 0 for the case where the indexes i and k
cannot be interchanged). Since computing the anharmonic constants
along mode k is sufficient to get the contribution of this term for any
value of j, |s,Py;/4| could be used as an indicator. Since it is a purely
electrical term, an indicator similar to o/ (/) can be employed,

Ssy

Mgy= —2 "7
o (k) so X SXP;

ki 5Py

aM (k) =
— & 0= |70p

Finally, identifying the importance of the missing terms in the pure
mechanical anharmonicity represents the most challenging task for
several reasons. First, multiple modes are involved through the sum-
mations, which complicates the identification of a suitable indicator.
Second, the largest contributions are expected to be the terms with a
difference “w; — w;” at the denominator, which would correspond to
1-1 Darling-Dennison resonances (DDRs). Like what was proposed for
the Fermi resonances above, protocols to identify 1-1 DDRs could be
applied to identify potentially strong couplings [36,58-60]. However,
this strategy has several limitations. The most obvious one is that it can
only help identify couplings between i and a single mode, j. Another,
subtler deficiency is that the terms used to identify such resonances,
be it the actual Darling-Dennison term [61] or wave function coef-
ficients [36,60] for instance, are themselves truncated. For instance,
the total equation for the second-order coefficient of the VPT2 wave
function is [36],

N
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Similar equations are found for the Darling-Dennison terms (Egs. 118—
121 in Ref. [61]). Only the Coriolis term (last term in Eq. (14)) is
fully known if j, k and / are inactive, so that the only contributions
from the anharmonic force field would be for the cases where k =
i Cuafiins Sijifis fipad o0 1= i Cuafjns firfjnas fijifis). While the
incomplete summations can be sufficient to hint at a possible resonance
between |1;) and |1 j) and thus at a non-negligible coupling between
the corresponding modes, it cannot act as a complete indicator to
find all relevant contributions to the mechanical anharmonicity. Hence,
the latter needs to be carefully monitored, by first focusing on the
convergence of the energy while building up the list of active modes.
Moving beyond fundamentals, states can be divided between over-
tones and combinations. For a ‘1+1’ binary combination, the transition
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moment can be written as,

2 5 XS
<P>o,(1+5,»,),(175,»,)j = X [ (Pij + Pji)

L+ 2

N
So S 1
+ 0V p -
4;”" k(a),-+a)j—a)k a),-+a)j+a)k>]

(15)

All terms are thus known with i and j active. Obviously, the transition
moment of the first overtone (case j = i in the previous equation) is
also fully known with i active.

For completeness, a formula for three-quanta transitions is given
in the Supplementary Material (Eq. (1)), considering the most general
case where i, j and k can be different (‘1+1+1’ ternary combination),
and applicable to second overtones and ‘2+1’ binary combinations.
It is noteworthy that single numerical differentiations are insufficient
to compute the full VPT2 correction to the intensity of ternary com-
binations, since the full quartic force field is necessary. The pure
electrical contribution would be missing for the same reason. Actually,
the latter problem arises also for ‘2+1’ combinations with the transition
moments of properties functions of the momenta since the indexes do
not fully commute. Besides these limitations, considering that i, j and
k are active, all terms are known for the cases where P,, = P,,.
Otherwise, part of the mixed mechanical-electrical contributions would
be missing.

2.3. Resonances

Resonances are a critical aspect of VPT2, and need to be properly
treated to obtain reliable results. While strategies have been proposed
in the literature to identify resonances through fixed criteria that
could be implemented in black-box procedures [36,59,60,62-65], they
have been devised considering full-dimensionality force fields. Their
application to cases where only a subset of normal modes are “active”
requires some clarification. For this purpose, it is convenient to sep-
arate the standard protocols to compute corrected VPT2 energies and
intensities in two distinct steps, (i) the identification and removal of
the resonant terms and (ii) their correction by mean of a variational
method. Adopting our standard naming conventions, the first one will
be labeled IDVPT2 (an extension of the original deperturbed VPT2
(DVPT2), which focused on the energies [63], to include the removal of
Darling-Dennison resonances in the formulas of the transition moments
for the intensities), while the full procedure including the second step
corresponds to the generalized VPT2 (GVPT2). For simplicity, GVPT2
will be used to refer specifically to the variational part of the whole
procedure.

After this brief presentation of the context, let us first focus on
IDVPT2. Since resonances directly impact the quality of VPT2 results,
they must be properly identified and removed. The protocol proposed
in Ref. [36] has been adopted in this work. First, select states which
are close in energy to be potentially in resonances. Second, estimate
their probability of being actual resonances. This second step contains
two complementary tests: one on the impact on the energy and one on
the intensity. For Fermi resonances, the criterion proposed by Martin
and coworkers [62] is used for the energy, and the magnitude of
the first-order coefficient of the VPT2 wave function for the intensity.
Darling-Dennison resonances do not impact directly VPT2 energies but
some of them (1-1 DDRs for fundamentals and 1-3 DDRs for 3-quanta
transitions) can affect the transition moments. The intensity-centric
term relies on the second-order coefficient of the VPT2 wave function,
reported in Eq. (14).

All terms potentially affected by Fermi resonances in the energy
(Egs. (5) and (6)) are known with i active, so that the tests can be
carried out as usual. For the intensity, the only term primarily impacted
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by Fermi resonances is related to the mixed electrical-mechanical con-
tribution (Eq. (13)). Here again, all relevant elements are known so that
the intensity-specific test can be carried out even if j and k are inactive.
The other Fermi resonances in Egs. (12) and (13) are embedded into the
second-order wave function coefficient (Eq. (14)) and thus primarily
related to the 1-1 Darling-Dennison resonance. As already detailed, this
term is only partially known with a reduced anharmonic force field.
Nevertheless, it remains an appropriate measure of a divergence in
the VPT2 transition moments caused by a resonance condition. Hence,
the tests on DDRs, like for Fermi resonances, are carried out over
the whole ensemble of states, including active and inactive modes. It
should be noted that, because all anharmonic force constants involving
passive modes are canceled, any state including such modes cannot be
in resonance.

The final GVPT2 energies are then obtained by computing the
variational terms coupling each pair of states involved in resonances
identified through the IDVPT2 scheme. Additional contributions can
be included to account for the missing anharmonic effects in the VPT2
energies related to the Darling-Dennison couplings [66]. While tests on
resonance are carried out over all inactive and active states, doing the
same for the variational treatment could lead to an incorrect correction
of the energy, since it should only be applied between states with
IDVPT2/DVPT2 energies. As a consequence, the GVPT2 energies are
only computed between “active” states. Hence, two strategies can be
applied. If resonances are identified between active and inactive states,
the modes involved in the latter can be set active and the anharmonic
force field and property surfaces expanded. The energies and intensities
are then corrected at the GVPT2 level. Otherwise, the variational
correction is only partially applied.

3. Experimental and computational details
3.1. Experimental details

VCD measurements were carried out with a Jasco FVS6000 instru-
ment, which is a FTIR instrument with an added linear polarizer and
a ZnSe photo-elastic modulator to achieve VCD measurements. In the
mid-IR and CO stretching regions, a liquid N,-cooled HgCdTe (MCT)
detector was employed. The resolution was set to 4 cm~! in the range
2100-850 cm™! and to 8 cm™! in the range 2100-1800 cm™'. The VCD
spectra have been recorded in a solution of CCl, (concentration 0.04 M
and 0.08 M), using a BaF, 200 pm pathlength cell. For the CH-stretching
region, a liquid N,-cooled InSb detector was used (resolution 8 cm™).
The sample was diluted in a CCl, solution (concentration 0.015 M) and
placed in a quartz infrasil 1 mm pathlength cuvette. In all ranges, 6000
scans were accumulated for each spectrum and the reported data are
averages over the accumulated spectra.

3.2. Computational details

All calculations were done at the density functional theory (DFT)
level, using the SNSD basis set on light atoms [67], a double-{ basis
set which offers a good compromise between size and accuracy. It
is constructed with the 6-31G(d,p) at its core, by adding the diffuse
functions from aug-cc-pVDZ and one very tight s function for each non-
hydrogen atom. For heavy atoms, the LanL2DZ basis set with effective
core potentials to replace core electrons was chosen [68].

To minimize the errors in the numerical differentiation, very tight
convergence criteria were used during the optimization step. In prac-
tice, this means that the maximum residual forces and displacements
had to be smaller than 5x10-6 Hartree/Bohr and 2x10-5 A, respectively.
Numerical differentiations were carried out using a fixed step along
the mass-weighted normal coordinates (6Q; = +/h/27xcw; X 6q; =
0.014/amu 10\).

To match the experimental conditions, solvent effects were sim-
ulated by means of the polarizable continuum model (PCM) in its
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integral equation formalism, [69] with the default parameters of Gaus-
siaN16 [70].

To identify automatically the resonances, the protocol detailed in
Ref. [36] and summarized in the previous section was used, with the
following parameters:

» Fermi resonances:

— Energy difference below 200 cm™!
— Energy-centric test: 1 cm™!

— Intensity-centric test: |C§'_)] ']kl >0.1
)

+ 1-1 Darling-Dennison resonances:

- Energy difference below 100 cm™!
- Energy-centric test: 10 cm™!

- Intensity-centric test: [C\, | > 0.3
i-lj

+ 2-2 Darling-Dennison resonances:

- Energy difference below 100 cm™!
- Energy-centric test: 10 cm™!

For the smaller system where the full anharmonic force field and
property surfaces could be generated from single numerical differenti-
ations and were thus available, the reduced forms were generated as
follows. The full data sets were taken and the program checked if each
element could be known when considering only the chosen ensemble
of active modes. The actual value of cubic force constants were kept
only if at least one index corresponded to an active mode. For quartic
force constants of the form f;;, (j # k), the quantity was set to 0 if /
was not active. For f;;;;, the value was maintained if i or j was active.
The first derivatives of all properties of interest here, that is to say
the electric and the magnetic dipoles, are known analytically for the
electronic structure calculation methods chosen in this work. Available
derivatives with a reduced-dimensional treatment will depend on the
property. For the electric dipole moment, P;; is known if i or j is active,
and P;;; only if / is active. For the atomic axial tensor (magnetic dipole),
P;; will be non-null only if j is active.

All electronic structure calculations were carried out with the Gaus-
siaN16 suite of quantum chemical programs [70]. The latest version of
our code, implemented in a development version of Gaussian, was used
for the VPT2 part.

4. Results and discussion

To analyze the impact of using a reduced-dimensional treatment
on the anharmonic correction, a reference for which all required an-
harmonic constants are available is necessary. Building the full force
field and property surface of the ruthenium organometallic complex
reported on the right side of Fig. 1 would require at least 445 times
the time necessary to compute the harmonic IR and VCD spectra
on the same type of machine. Even by distributing over multiple
computing units, this would still be a daunting task. A smaller, pro-
totypical system was chosen instead (left panel in Fig. 1), named
template in the following. The latter molecule has 75 normal modes. As
comparison, on a mid-range machine (2-processors Intel Xeon 8-core
E5-2667v2@3.30 GHz), a single “harmonic” calculation takes 4 min,
compared to 8 h for the full system at the level of theory described in
the computational details.

In order to establish a sound basis for our study, we need to confirm
first the reliability of the overall theoretical model, which includes the
electronic structure calculation methods and VPT2 corrections.
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Fig. 3. Theoretical mid-IR absorption (left) and VCD (right) spectra of the template at the harmonic (top panels) and anharmonic (bottom panels) levels with different functionals.
Lorentzian broadening functions with half-widths at half-maximum of 7 ¢cm~! were used to simulate the band shapes. A scaling factor of 0.98 was applied to the harmonic

wavenumbers.

4.1. Full VPT2 treatment of the template molecule

As a perturbative approach, VPT2 depends intrinsically on the
reference, here the harmonic approximation. On the other end, DFT
functionals are well-known to give mixed performance depending on
the system under study and the quantities of interest. With the large
number of functionals available nowadays, finding a suitable candi-
date can be challenging. This is further complicated for anharmonic
calculations by the fact that their behavior can be inconsistent beyond
the harmonic level, which means that a functional can provide har-
monic energies or intensities comparable to the best electronic structure
methods but then predict poorly the anharmonic effects [64,71]. To
illustrate this aspect, several popular exchange—correlation functionals
have been selected, namely B3LYP [72,73], B3PWO91 [72], PBEO [74],
CAM-B3LYP [75], LC-wPBE [76], @wB97X-D [77], M06-2X [78] and
MN15 [79].

The harmonic IR and VCD spectra are reported in the top panels
of Figs. 3 and 4. Besides slight energy shift, the band-shape of the IR
spectra in the mid-IR region (top left panel of Fig. 3) are quite similar.
In the CH-stretching region (top left panel of Fig. 4), some more notable
differences can be observed, especially for LC-wPBE, which predicts the
two main visible bands about 50 cm~! higher in energies than the other
functionals and with comparable heights, instead of having the lower-
energy one about 50% more intense. More differences are observed
between the tested functionals for the prediction of the VCD spectrum
(top right panel of Fig. 4), with LC-wPBE still diverging the most from
the others. The pattern of peaks predicted around 3020-3000 cm™!
depending on the functionals are especially interesting elements of
comparison. For B3PW91 and PBEO, a ‘+,-’ pattern can be clearly
seen, with the positive and negative bands of similar magnitudes. The

positive band is significantly lower in intensity at the B3LYP, LC-wPBE,
wB97X-D, M06-2X and MN15 levels. Finally, no positive band can be
observed in that region with CAM-B3LYP, and only a negative band
remains. The VCD spectrum in the mid-IR region (top right panel of
Fig. 3) also presents variations between functionals, in particular for
lower-intensity bands. The 1400-1300 cm~!' and 1100-900 cm™! re-
gions are interesting markers. Depending on the functionals, the former
is dominated by either two negative bands (wB97X-D, PBEO, B3PWO91,
B3LYP), a weak positive bulge and a negative band (MN15, CAM-
B3LYP), or mostly a single negative band (LC-wPBE, M06-2X). In the
lower-energy region, the patterns are relatively similar between most
functionals, except for M06-2X and MN15, which show significantly
different structures, of lower intensity compared to the others.

This preliminary analysis already shows how the choice of the DFT
exchange-correlation functional can affect the prediction of vibrational
spectra. Because it primarily depends on the relative orientation of the
transition moments of the electric and magnetic dipole, VCD is far more
sensitive to minute changes in the geometry and electronic structure,
making it an optimal test to validate the choice of the functionals.

Moving on beyond the harmonic-oscillator approximation, it is
necessary to first check whether VPT2 is fully applicable on the target
system. Indeed, the description of the anharmonic potential energy
surface (PES) through a truncated polynomial expansion is not suitable
for all vibrations. In some cases, a divergence in the terms of the
expansion is observed, which then affect negatively the anharmonic
correction. The perturbative treatment tends to amplify this effect,
resulting in erroneous vibrational energies for the states involving
such modes. To make matters worse, non-diagonal anharmonic force
constants are often impacted, which leads to a chain contamination
of the energies of other states through the mode couplings. It is thus



M. Fusé et al.

Spectrochimica Acta Part A: Molecular and Biomolecular Spectroscopy 311 (2024) 123969

—— B3LYP — PBEO —— LC-wPBE —— MO06-2X
B3PWI1 —— CAM-B3LYP —— wB97X-D —— MN15
] -0.015
400 J\JL N\~ N e —

oA N v -~
T AN T~ cot0 %
g —\— o
T 200 ——— AV — s

= A\ - 0.005

“ J\—L
100 A

/\’_J\KM :
<
Yh- 0.000

400 1 J\/L L 0.015
7300 £ 0.010 7
£
g 5
Ll 2 i |
5 200 \/ - 0.005 =
“ AN AR B
100 -
J\/ ~~ \/\/\—— 0.000
0 ——
3200 3100 3000 2900 2800 3200 3100 3000 2900 2800

Wavenumber (cm™1)

Wavenumber (cm™1)
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critical to identify precisely such a potential failure. The main difficulty
is that there does not exist any univocal and formal definition of the
modes that can be problematic, often collectively referred to as large
amplitude motions (LAMs). Nevertheless, it is possible to identify them
by checking some of their characteristics. Common types of LAMs are
hindered rotational motions, and are identified visually or through the
analysis of the internal coordinates describing the vibration [80]. This
condition is, however, not sufficient, since the energy barrier for the
rotation can be sufficiently high so that the local portion of the PES
about the minimum is correctly described with a quartic expansion
of the energy. As a matter of fact, another indicator of a possible
LAM is a low harmonic frequency, typically below 150 cm~'. The
anharmonic force field can then help confirm the status of LAM for
a given vibration. Excessively large third and fourth energy deriva-
tives compared to the second derivatives (for instance, several times
higher) are generally indicative of an over-correction. A final control
are the VPT2 energies. Large corrections or, conversely, an increment
compared to the harmonic values are signs of the potential presence
of LAMs. For such a metric to be exploitable, all resonances must be
correctly identified and removed to avoid false positives. This was
done automatically using the protocol described in Ref. [36] with
the parameters reported in the computational details. As a matter of
fact, this family of systems represents an interesting problem for the
detection of resonances. Indeed, as shown in Fig. S2 in the Supple-
mentary Material, standard tests used to identify Fermi resonances
based purely on the energy failed to identify a resonance between the
CO stretching fundamental and a combination because of the weak
coupling. However, if not carefully handled, it causes a redistribution
of the intensity from the fundamental, not visible anymore, to the com-
bination. Using instead the wave function coefficients as an indicator

for the resonance helps identify the problem and properly treat it. To
facilitate the identification of excessively large terms related to LAMs,
no variational correction, which would introduce a mixing of the states,
was applied, so the IDVPT2 energies were used. Using these guidelines,
the anharmonic force field was checked and normal modes related to
force constants with absolute reduced values greater than 500 cm~! and
more than 80% of the harmonic frequencies were flagged as possible
LAMs and checked. Four modes were selected and confirmed to be
LAMs, corresponding to the rotations of the cyclopentadienyl ligand
and of the three methyl groups on the phosphine. The modes were set
as passive. The IDVPT2 calculations with the complete set of normal
modes (NMs) showed five transitions whose energy increased after
anharmonic correction. Among these modes, only two were identified
as LAMs, the others were affected by unreliable force field elements
and corrected once the LAMs were removed.

The final GVPT2 spectra without LAMs are displayed in the bottom
panels of Figs. 3 and 4. Starker differences appear among the func-
tionals, even in the mid-IR absorption spectrum. In particular, M06-2X
predicts a strong enhancement of the peak at 1300 cm™!, and wB97X-
D a triplet in the 1500-1200 cm~! region, while the others show 2
broader bands of relatively comparable heights, quite similar to the
harmonic level. The peculiar behavior of these two functionals is also
visible in the mid-IR VCD spectrum (bottom right panel of Fig. 3).
MO06-2X predicts a ‘—,+ pattern at about 1400 cm~', at variance
with all other functionals, and some relatively intense features in the
1400-1200 cm™! region. The enhancement is even more marked for
wB97X-D, with 3 intense bands in that region. The VCD spectrum at
this level even exhibits a very strong negative band at 1000 cm~'.

While it would at first seem likely related to an overlooked reso-
nance, an analysis of the cubic force constants (Fig. 5) shows unusual
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couplings compared to the other functionals, hinting instead at a poor
description of the anharmonic PES, in line with previous observa-
tions [64]. Other functionals also show interesting changes from the
harmonic level. The single harmonic band at 1400 cm™! is neatly split
into 2 peaks with MN15, and a prominent shoulder with LC-wPBE. The
same band is significantly enhanced with PBEO, and instead broadened
for B3PWO91 and in a lesser extent B3LYP. Since the region is not
expected to be dominated by strong anharmonic effects, CAM-B3LYP,
as well as B3LYP, seems to be the most consistent. In the CH-stretching
region (bottom panels of Fig. 4), the poor reliability of ®B97X-D and
MO06-2X is confirmed. The IR spectrum with LC-wPBE, weak at the
harmonic level, is enhanced and the dissymmetry in the intensity of the
two main bands predicted by most functionals is recovered. However,
the VCD spectrum shows blue-shifted intense features with a strong
positive band at about 3000 cm~!, which contrasts with the other
functionals. This confirms the observations made in the mid-IR region,
and the unsuitability of LC-wPBE to predict the chiroptical response of
this system. The other functionals generally show a relatively consistent
behavior. The weak ‘—, +’ pattern observed at about 2950-2920 cm™!
becomes a unique positive band of medium intensity with B3PW91,
which could be caused by small differences in the harmonic ener-
gies, causing a redistribution of the intensities. Such behavior of this
functional has been previously observed for medium-size systems [36].

Using B3LYP as reference, we now look at the contributions of the
anharmonicity to the IR and VCD spectra. To this end, the spectra were
also plotted by considering selectively only one type of anharmonicity
at a time, related to the wave function (mechanical) or the property
(electrical). It should be noted that in both cases, the mixed term
vanishes by definition. The spectra are shown in Fig. 6, together with
the pure harmonic ones, whose energies were scaled using a factor of
0.95 in the CH stretching region and 0.98 otherwise. First of all, it is
noteworthy that the intensity of the CO stretching band, both in IR and
VCD, is barely affected by anharmonicity. The use of the scaling factor
causes a slight overestimation of the correction to the band position.
A direct consequence is that the convergence on the intensity with the
reduced-dimensionality scheme is expected to be very fast, so the en-
ergy should be the primary concern. In these conditions, the parameter
@;(j) should be sufficient to build efficiently the reduced-dimensionality
scheme.

Turning to the fingerprint region, two regions can be defined, one
dominated by fundamental bands, below 1500 cm~!, and one popu-
lated by non-fundamental transitions between 1500 and 1900 cm™!.
The IR spectrum in the lower-energy part is virtually the same at

10

the harmonic and anharmonic levels, except for a small energy shift
above 1400 cm~!. The VCD spectrum shows more variations. While
the sign sequence is mostly preserved compared to the harmonic level,
with a few minor changes, the intensities of the anharmonic bands
are lower. To understand better the different contributions to the
transition moments, the latter have been divided in 4 terms, harmonic,
pure mechanical, pure electrical, and mixed terms. On this basis, the
intensities were computed by setting all terms except one to zero. The
resulting spectra are plotted in Fig. S3 in the Supplementary Material.
The variational correction was systematically ignored to facilitate the
analysis. Looking more closely to the individual contributions, the
mixed term, which only appears in fundamentals, is negligible in the
fingerprint region. While still relatively weak, the pure electrical and
mechanical anharmonicities shows more interesting features, especially
around 1000 cm~! and above 1350 cm~!. By separating fundamentals
and non-fundamentals bands (Fig. S4 in the Supplementary Material),
we can see that the stronger effects are on the latter. This means that
the changes in the band patterns observed in the total anharmonic spec-
tra in Fig. 6 are primarily caused by a redistribution of the intensities
through the variational treatment. This is confirmed when looking at
the total IDVPT2 spectrum in Fig. $3 in the Supplementary Material,
closer to the harmonic one. Interestingly, the spectrum with only the
harmonic term and mechanical anharmonicity is superimposed with the
total one, while the inclusion of pure electrical anharmonicity instead
leads to stronger bands at 1000 and 1450 cm~!. The effect of the
electrical anharmonicity is thus in some way counterbalanced when
including all anharmonic effects. Conversely, the higher-energy part of
the fingerprint region, which consists purely of non-fundamental bands,
is dominated by the electrical anharmonicity, while the mechanical
anharmonicity is negligible.

A distinct picture emerges for the CH-stretching region. The band-
shapes remain dominated by fundamental transitions like in the CO
stretching region and the lower-energy part of the fingerprint region,
but strong differences appear between the harmonic and anharmonic
spectra for both IR and VCD. A comparison of the IDVPT2 (Fig. S3
in the Supplementary Material) and GVPT2 (Fig. 6) shows an impor-
tant impact of the variational correction on the final band-shape, in
particular VCD, including on the band positions. Contrary to what is
observed in the rest of the spectra, no single contribution, either me-
chanical or electrical, is sufficient to obtain the total spectra. For IR, the
contribution from the electrical anharmonicity is rather small while the
mixed term becomes non-negligible. The mixing of states introduced
by the variational correction causes a shift in energy, with the two
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Fig. 6. Theoretical absorption and VCD spectra at the GVPT2 level in the CH stretching (left panels), CO stretching and mid-IR (right) regions of the template. The spectra
calculated through evaluation of electrical (solid green lines) and mechanical (solid red lines) anharmonicities are reported separately and combined (“Total”, dotted blue lines).
The harmonic results are also reported as purple shades. Lorentzian broadening functions with half-widths at half-maximum of 10, 7 and 7 cm~' were used in the CH-stretching,
CO-stretching and mid-IR ranges, respectively. The intensity of the band-shape in the fingerprint region was enhanced tenfold to be more visible. Scaling factors of 0.95 and 0.98
were applied to harmonic wavenumbers in CH-stretching and mid-IR range, respectively.

bands within 3000-2900 cm~! getting closer, and a redistribution of
the intensities. The result is an enhancement of all band intensities
in the region. For VCD, the mixed, electrical and mechanical terms
give contributions of similar magnitudes. This is already visible on the
band-shape at the IDVPT2 level in the 3000-2850 cm~! region. Upon
application of the variational correction, even the sign pattern changes,
with a ‘4, —, +, —, +, =’ alternation of intense bands.

This preliminary study on the full-dimensional system shows that,
depending on the region of interest, different terms will dominate and
that both electrical and mechanical anharmonicities are important to
get a complete spectrum. The second important aspect is that the vari-
ational correction has a large effect on the overall band-shape, which
further complicates the analysis of the contributions. For this reason,
and keeping in mind the problem of the variational treatment with
inactive modes, the analysis of the reduced-dimensionality schemes,
their applicability and reliability will be done primarily with IDVPT2.

4.2. Reduced-dimensionality (RD) scheme on the template molecule

The main interest of reduced-dimensionality schemes is to improve
the accuracy in the position and intensity of specific bands over the
harmonic approximation by including the leading anharmonic effects
without the need to compute the full set of anharmonic constants.
This way, the overall computational cost can be kept under control.
In the best conditions, this is achieved without any visible impact on
the energies and intensities compared to the full calculation.

Typically, the target will be specific bands, generally fundamental
states associated to some probe vibrations, like a GO stretching, or
a narrow region of the spectrum. In the latter case, a list of states
need to be built, using for instance the scaled harmonic frequencies
to build an initial set, which can be successively refined based on
the corrected energies. For the sake of simplicity, we will consider
a single state. The extension to a group of states is straightforward.
For energies, since VPT2 requires only one formula, the discussion
below can be easily transferred to any transition of interest. For the
intensities, while the equations depend on the type of transition, a
reduced-dimensionality model has no impact on first overtones and
‘1+1’ combinations provided the concerned modes are active as defined
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in the theoretical background presented above. 3-quanta transitions
have notably low intensities and could be discernible only in regions
of the spectrum not of interest in the present work [35,37]. As a
consequence, the focus will be in the present analysis on fundamental
bands.

Considering the full anharmonic spectra, 4 fundamental bands lying
in different regions of the spectrum were chosen to check the RD
procedure. From low to high wavenumbers, they are a bending mode
of Ru-CO (NM 22), the symmetric bending mode of CH; &;,,, (NM 48),
the stretching mode of the coordinated CO ligand at about 2000 cm™!
(NM 61) and an anti-symmetric stretching mode of the methyl groups
(NM 66). All of them have relatively intense signals in IR, VCD or both,
thus making them appropriate targets. In Fig. 7, the convergence of
the vibrational energies, dipole strengths (DS) and rotatory strengths
(RS) against the number of NMs set active are reported. As discussed
in the theoretical part, since we have a clear indicator to assess the
impact of RD on the energy, for each active mode i corresponding to the
selected fundamental state, we sorted the NMs j by decreasing values
of &;(j). As can be observed from the left panels in Fig. 7, energies
converge fast. With less than 10 NMs added to the list of active modes,
all four vibration energies reach absolute errors with respect to the full
anharmonic calculation within 2 cm~!. The case of the CO stretching is
singular, with the energy being almost at convergence with only mode
61 set active, thus confirming the extremely localized nature of the
vibration.

For a better comparison, the values of &;(j) are also plotted in the
same panels. All the curves show a clear change in their slope, therefore
suggesting the use of the “knee” of the curve as heuristic to determine
the number of NMs to be included in scheme.

Despite the dependence on the coordinates scales, this type of
heuristic is commonly used in optimization problems, where the bend
point represents the point beyond which the additional cost is no longer
balanced by sensible improvements. Under the name of elbow method,
it is commonly used in cluster analysis to determine the number of
clusters in a data set [81].

For three out of the four vibrations, the point where the curve
bends coincides with energy values at convergence. Let us consider
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Fig. 7. Convergence plots of the energy (E), dipole strength (DS) and rotatory strength (RS) with respect to the number of normal modes (NMs) included in the RD scheme for i
= 22,48,61,66 (see text). For each fundamental state |1,), NMs were sorted by decreasing values of (). The modes are then progressively added to the list of active modes (see
Section 2). In the left panels, the @;(j) values are reported together with five threshold values. In the central and right panels, the last NM included at each threshold is marked
with red circles. In the right column panels, in orange, we report also the angle between the electric and the magnetic dipole transition moments.

now the diagonal term, &(i). For vCO, it is almost three times bigger
than the second highest value of a;(j), which places this element well
before the “knee”. Interestingly, all values @;(i) (reported textually
in the panels) have values close to the point where slopes change,
suggesting that a;(i) could be used as a threshold whenever it is not
null. In all cases, a threshold value of 0.01 gives results close to the full-
dimensional one, with a limited increase of the computational cost over
the harmonic level, while a more conservative value of 0.005 ensures
energy convergence within 1 cm~! (see Tab. S1 in the Supplementary
Material for numerical values at different thresholds).

The convergence for the intensities is analyzed in the central and
right panels of Fig. 7. As expected from the theory, no obvious pattern
can be isolated. After adding a few NMs as done for the energy, the
full-dimensional anharmonic values seem to be reached. However, the
further inclusion of modes leads to some instability with changes in
RS and DS up to 60%. This type of behavior may have tremendous
impacts on a sensitive spectroscopy like VCD. On the other hand, it
is important to keep in mind that RD schemes are primarily intended
for well-defined bands in the vibrational spectra, and so limit cases
involving nearly perpendicular transition moments which could easily
oscillate between positive and negative values would be less likely to
meet this condition. Nevertheless, the evaluation of the convergence in
the transition moments remains a difficult task, due to the presence
of different contributions and the lack of a unique gauge, like @;())
for the energy. To attempt a rationalization of the results, we report
in Fig. S5 in the Supplementary Material the contributions of the
electrical, mechanical and mixed terms to the anharmonic correction
to the intensities, as well as the values of a;()), dlM (k) and P /P for
the transition moments of both electric and magnetic dipoles. This is
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completed by the representation of @ (i) and the whole " (k) matrices
in Fig. S6 in the Supplementary Material. In agreement with the ob-
servations made on the contributions from the full set of anharmonic
constants, a first consideration from the inspection of &f(i) is that
the pure electrical anharmonicity has little effect on the fundamental
intensities of the selected modes. In fact, the central and right panels
of Fig. S5 confirm that most of the variability can be related to the
mechanical term.

Evaluating the potential impact of missing elements in the terms
related to the mechanical anharmonicity (Eq. (13)) is not obvious.
Most of the missing correction is expected to be related to potential
1-1 Darling-Dennison resonances as already explained in the theory.
While resonance tests could be used, they may not be reliable due to
the missing terms. In our case, the analysis of the evolution of the 1-1
DDRs patterns as functions of the modes included in the RD scheme
reveal that, with a limited number of NMs included, all the 1-1 DDRs
were correctly identified. Hence, a good strategy would be to first reach
convergence on the energy and then to check if all modes involved in 1-
1 DDRs related to the states of interest have been set active. If not, they
should be added to converge faster on intensities. In this regard, the
case of NM 66 is exemplary. While lowering « improves the energy,
the dipole strength is barely affected. On the other hand, the rotatory
strength is heavily impacted. The RS goes from being slightly above the
reference value to being underestimated by more than 30%. An analysis
of the 1-1 DDRs shows that some modes involved in 1-1 DDRs were set
active only after significantly lowering the threshold for @;(j). Including
them earlier improves sensibly the convergence of RS (see the results
reported in Tabs. S1 and S2 in the Supplementary Material).
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Fig. 8. Theoretical absorption and VCD spectra of the template in four target spectral ranges. The results obtained with the full anharmonic treatment are reported with results
obtained employing different thresholds for &,(j) to define the set of active modes (see text).

Interpreting the dependence of the intensities on the number of
active modes once energy has converged is less trivial for the fun-
damentals of modes 48 and 61, but is a perfect illustration of the
problems that arise from using a unique criterion to select the active
modes in order to reproduce the spectral band-shape. Indeed, the sharp
variations in the dipole and rotatory strengths show that a;(j) may
be a poor indicator to assess the contribution of each mode to the
mechanical anharmonicity. This suggests that one should proceed with
caution when adding normal modes to the RD scheme without a solid
protocol, and that a combination of multiple criteria, for instance a;(j)
and the 1-1 DDR test, is a better approach.

Within this last described protocol, the results obtained on the target
vibrations in the RD scheme are in excellent agreement with the results
obtained with the full anharmonic treatment and are summarized in
Tab. S1 in the Supplementary Material.

The next step was to extend the procedure to groups of states in the
regions surrounding modes 22, 48, 61 and 66 discussed above. Four
regions were investigated, 600-400 cm~!, 1400-1250 cm~', 2050-
1950 cm™!' and 3050-2850 cm~'. Fundamental transitions were se-
lected starting from the harmonic solutions after applying scaling fac-
tors (0.95 in the CH stretching region, 0.98 in the CO stretching
and mid-IR regions, and no scaling factor below 900 cm~!) and on
each mode the procedure described just above was applied to select
coupled modes with five different thresholds for a;(j). The subsets of
active modes were then completed by including those involved in the
non-fundamental transitions present in the selected ranges. Details on
the NMs included for the four regions at different threshold values
for @;(j) are reported in Tab. S4 in Supplementary Material and the
resulting spectral band-shapes plotted in Fig. 8. Frequency ranges will
generally include all resonant states that are likely to give the largest
contributions. Hence, consistent subsets of active modes can be more
directly built, and the number of normal modes to be added later will
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be limited. Minimizing the couplings between modes, through local-
ization algorithms [82] or the use of special coordinates like internal
coordinates [83] should in principle further reduce the subsets.

Proceeding to the analysis of the results from low to high wavenum-
bers, the first region is characterized by three intense features, which
are observed in both absorption and VCD spectra and correspond to
different bending modes of the RuCO moiety of the complex. These
modes are well localized and are mostly coupled to one another. The
only exception, as expected, is a strong coupling with the stretching
mode of the CO ligand. In these conditions, the minimal set of NMs
results based on the states identified in the region already leads to
excellent agreement with the anharmonic calculation on the full system
for both energies and intensities. For the latter, this is likely connected
to the limited number of overall transitions in the regions, which means
less potential resonances.

The next panels report a small portion of the fingerprint region,
making it the first real challenge is this analysis. Nearby transitions
can have a significant impact on the target ones, both in terms of
energy and intensity. The result with the highest threshold is very
poor, with large errors in the predicted transition energies. A possible
consequence for a systems with a higher density of states like the real
ruthenium complex could be incorrect assignments of the observed
peaks. Lowering the threshold expands the network of active modes up
to a maximum of 20 active NMs for k' = 0.005. Normal modes coupled
through 1-1 DDRs are added early, already with a threshold value of
0.01, ensuring a good convergence in terms of energy and intensity.

The next region is characterized by the presence of the stretching
of the CO ligand, which represents the best-case scenario for a RD
anharmonic calculation. Indeed, it is the only fundamental transition
in the region with a high intensity in both IR absorption and VCD.
Moreover, the bulk of the anharmonic correction is fully contained
in the terms directly connected to the mode, so excellent agreement
with the full anharmonic spectra is reached by having a single active
mode. Hence, the only real difficulty here lies in the subtlety of the
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Fig. 9. Comparison of the experimental (black) IR (lower panels) and VCD (top panels) spectra of the R-RuCl with the corresponding harmonic (dashed orange) and RD anharmonic
(blue) spectra. Theoretical spectra were simulated by assigning Lorentzian distribution functions with 5, 7 and 10 cm™' of half-width at half-maximum from the left to the right
panels, respectively. Scaling factors of 0.95 and 0.97 were applied to harmonic wavenumbers in the CH and mid-range regions, respectively. No scaling factor was used in the
2050-1900 cm™! range. To facilitate the comparison in the narrow portion of the fingerprint region, a scaling factor of 0.99 was also applied to the RD anharmonic calculations
(see text for details). The signal at about 1255 cm™! marked with a red star is due to polysiloxane impurities in the sample.

resonance pattern, which primarily affects the intensity, thus causing
their redistribution. If properly handled, two-quanta transitions have
negligible intensities, which also helps to quickly reach convergence.

The last examined region covers the CH-stretching fundamental
transitions, where the harmonic approximation is notoriously insuf-
ficient for the correct interpretation of the results [35]. At the an-
harmonic level, the presence of several two-quanta transitions may
heavily impact the spectral band-shape and makes the simulation of this
region arduous. A proper identification and treatment of resonances is a
prerequisite to reliable simulations. For this simple template molecule,
contributions from two-quanta transitions are limited, but their rele-
vance grows quickly with the dimension of the system. Focusing on IR
absorption first, the smallest subset of NMs, which by definition already
includes all the CH-stretching transitions, is capable of reproducing well
the positions of the most prominent bands. Analysis of the resonances
reveals that all modes involved in 1-1 DDRs are already included.
Consequently, and as expected from the results of NM 66, this size is
already sufficient to reach a good agreement in the IR intensity, and
larger subsets of NMs improve only slightly the convergence. The trend
for VCD is less straightforward. The results suggest that the smaller
subset may provide acceptable results, even though discrepancies with
the full simulations are observed. For instance, the intense positive
band at about 3000 cm~! is the result of two transitions, one of which
changes sign with the anharmonic correction. This behavior is observed
for all five reduced-dimensionality tested schemes. Nonetheless, this
type of issues is generally related to transitions of small intensity,
whose reliability has often been questioned from both experimental
and the computational sides [84-86]. A second consideration regards
the systems of interest and the objectives of reduced-dimensionality
approaches. In larger molecules, such low-intensity bands are likely
hidden by more intense transitions, consequently making it an unlikely
ideal target for the type of approach described here. In general, in
systems of the size of the model and therefore with only few transitions,
a full anharmonic treatment should be obviously preferred.
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4.3. Reduced-dimensionality scheme on the full system

Encouraged by these promising results, we investigated three re-
gions of the IR and VCD spectra of the RuCl complex within the RD
approach. For this purpose, in addition to the spectral ranges already
reported in Ref. [47], we recorded also the CH-stretching region. The
spectra of the two diastereomers are given in Fig. S7 in the Supplemen-
tary Material. As already noted for the mid-IR spectra, the VCD spectra
are dominated by signals from the methyl group, therefore showing
little difference between the two diastereomers.

For our simulations, we selected three ranges: a narrow zone in
the fingerprint region, whose VCD is characterized by five intense
signals ‘+,+,+,—,— from high to low wavenumbers, the coordinated
CO-stretching region, and the CH stretching region, characteristic of
aliphatic bonds. On the basis of the results obtained with the template
molecule and considering the size of the target complex, we used a k =
0.01 as threshold to build the RD model. Considering the resolution of
the experimental spectra, we introduced a further approximation for
the fingerprint region, by assuming that the contributions due to combi-
nations and overtones are negligible (see Tab. S5 in the Supplementary
Material for the list of NMs included).

The whole system has 222 harmonic vibrations. Within the RD
approach, only 36, 3 and 44 normal modes, respectively, were set
active and treated anharmonically. Even if we consider all three regions
together, thanks to the partial overlap in the NMs (for a total of 76
modes), the overall computational advantage would still be remarkable.
The resulting experimental, harmonic and RD anharmonic spectra are
reported in Fig. 9.

At first glance, we can see that the inclusion of the anharmonic
correction clearly improves the agreement with experiment compared
to the harmonic level. Looking at the regions in order of increasing
energy, the positive triplet in the IR and VCD fingerprint region is better
reproduced both in terms of relative band positions and intensities.

In the central panels, which shows the CO stretching region, no
scaling factor was applied to the harmonic results to highlight the
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anharmonic correction to the vibrational energy of about 20 c¢cm~!.
Like the template system, little contributions were observed to the IR
and VCD intensities and the harmonic results already fairly matches
the experimental values. Nonetheless, this result suggests an intrinsic
limitation of the level of electronic structure theory employed for the
simulations, including the basis sets as well, which may be too small.

It is the CH-stretching region where anharmonic contributions are
expected to have the greatest impact. The experimental spectra show in
absorption two main peaks close in energy and two less intense peaks
at approximately 2850 cm~!. In VCD, from low to high wavenumbers,
four bands of comparable intensity producing a ‘-, +,—, 4+’ alternation
in signs are observed. In particular the first negative band is quite
broad, clearly resulting from more than one transition, probably in-
cluding non-fundamental contributions. The harmonic results are in
weak agreement with experiment. In absorption the energy difference
between the two main peaks is overestimated, while the lower-energy
broad peak is reduced to a weak shoulder. In VCD, the discrepancy
compared to the experiment is dramatic, the bands are predicted to
have ‘+,—,+,—’ signs at the harmonic level, in disagreement with
experiments, and the peaks have substantial differences in intensity
among them. Anharmonic results show a clear improvement, getting
closer to experiment. On a qualitative basis, the sign sequence in VCD is
correctly reproduced, even if the central bands are predicted too broad.
The IR spectrum is in good agreement, and the shoulder at 2850 cm™!
is more pronounced than at the harmonic level, even if it remains
underestimated compared to experiment.

Overall, these results are encouraging and can be further improved
by adding more active modes. The protocol presented here offers
robust non-empirical strategies to choose the extent of the reduced-
dimensionality scheme by providing criteria to choose the sets of
active modes based on the quantities to improve. Obviously, like with
full-dimensionality VPT2, accuracy depends directly on the quality of
the harmonic approximation, and intrinsically the chosen underlying
electronic structure calculation method. This aspect was treated only
cursorily, and a more systematic investigation is beyond the scope of
the present study.

5. Conclusion

In this work, we have presented a methodology to extend VPT2
anharmonic calculations to cases where the generation of all necessary
anharmonic constants would be too expensive. The approach, called
reduced-dimensionality scheme, is based on a small selection of nor-
mal modes treated at the anharmonic level, and the rest within the
harmonic approximation.

In order to evaluate a priori the impact of such an approach on
the anharmonic spectra, starting from the formal VPT2 equations,
we proposed four indicators, one for the energy and three for the
properties. Using a smaller template system of the target ruthenium
complex under investigation, we first showed how the quality of the
anharmonic results is inherently influenced by the electronic structure
calculations. This aspect is critical when considering the use of anhar-
monicity and naturally reduced-dimensionality schemes. Indeed, the
latter is likely to introduce some degree of approximation, which may
cumulate with the inherent limitations of DFT functionals and produce
unreliable results. For chiroptical spectroscopy, we found that, among
the functionals tested, LC-wPBE is particularly ill-suited for predicting
the spectrum of this system and ©B97X-D presented an artificially high
coupling between modes in the VPT2 treatment, excluding them from
any consideration for the RD scheme. On the other hand, the widely
employed B3LYP and CAM-B3LYP functionals provided more consistent
results in line with the other tested functionals.

Once defined the reference level of theory, the reduced-
dimensionality scheme was validated first on the template system.
We started by analyzing the convergence of the energy for target
transitions (fundamentals of modes 22, 48, 61, 66). The dimensionless
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indicator a;(j) was used to sort the coupling of the other normal modes
with respect to each active i normal modes in the system. Among
the different tested thresholds, a value of “0.01” has proved to be
a good compromise between computational cost and accuracy. The
convergence on the transition moments and intensities, especially for
fundamentals, as anticipated in the theoretical section from an analysis
of the formulas, was less straightforward. We found that the inclusion
of normal modes coupled with those of interest through 1-1 DDRs was
crucial to reach convergence faster. Even though, in the RD scheme, the
anharmonic corrections are truncated also for the resonances tests, all
1-1 DDRs involving the target fundamentals were correctly identified
even with a minimal set of normal modes.

Working on full ranges, instead of single transitions, simplifies the
task and may be simpler to carry out since almost all resonant states
which are expected to give the largest contributions are automatically
included. Starting from the harmonic transitions falling in the range of
interest, &,(j) is sufficient to select the subset of normal modes to treat
at the anharmonic level and to achieve a simulation of the spectra on
par with the full VPT2 treatment.

The results obtained on the simulation of three ranges for the
ruthenium complex confirmed the validity of the strategy proposed
here. With these results, the procedure reported in this work paves the
way for the investigation of large systems with the inclusion of leading
anharmonic effects, generally excluded because of the total cost, even
in spectroscopic ranges usually ignored and where anharmonicity plays
a fundamental role.

These preliminary results are very encouraging and must be con-
firmed with other kinds of systems, including purely organic molecules.
The possibility to define reliable thresholds would be the starting point
towards automated or semi-automated protocols for an integration in
black-box procedures, making such a scheme accessible to a broad
community of scientists.
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