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Increasing accuracy in classification models for
the identification of plant species based on UAV
images

Aumentare I’accuratezza nei modelli di classificaizone

per Uidentificazione delle species vegetali basati su
immagini UAV

Anna Simonetto, Girma Tariku, Gianni Gilioli

Abstract The identification of plant species from RGB images is a challenge of
growing importance in the field of biodiversity assessment. This study aims to de-
velop an image pre-processing procedure that increases the accuracy of classifica-
tion models applied to low-resolution plant images collected by RGB Unmanned
aerial vehicles (UAVs). This procedure, based on contrast enhancement and super-
resolution techniques, has been successfully tested on RGB images collected in
agroecosystems.

Key words: Accuracy, Classification procedures, RGB images, Neural networks,
K nearest neighbours

1 Introduction

Biodiversity assessment is a crucial aspect of the sustainable management of natural
capital. In order to quickly and accurately analyse the biodiversity in wide areas,
Unmanned aerial vehicles (UAVs) are increasingly being used due to their high
mobility and ability to cover areas at different altitudes and locations with relatively
lower costs [16]. The drawbacks is that at a high altitude, UAVs will have a low
spatial resolution and it could make more difficult to detect features on plants [2].
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Furthermore, images taken by UAVs have shadows due to terrain factors [14]. The
image pixel brightness of the shadow areas is compressed, and the information is
deficient, which impacts the recognition of image information and thus limits the
subsequent image application. Due to the development of different machine and
deep learning topologies over the last few years, classification methods for plant
identification from RGB images are focused on supervised learning techniques [7]
by using machine learning tools [12] or transfer learning tools [13].

In our paper, we propose a pre-processing step based on image contrast enhance-
ment [3] and super-resolution (SR) [15] image preprocessing technique for the train-
ing image dataset to improve the classification accuracy of low-resolution plant im-
ages of RGB UAVs. Although using high-quality images for image analysis would
be ideal, this is not always possible in practice (e.g., attempting to identify relatively
small objects in remote sensing imagery [10]). In these cases, performing transfor-
mations to increase image quality may prove useful in the attempt to identify and
classify less salient objects in the imagery [3].

2 Procedure for plant image classification

The procedure used to generate the training image dataset is graphically illustrated
in figure 1. The first step to produce an orthomosaic map of the studied area is
collecting RGB images. We use DroneDeploy [9] to design an automated flight
plan to take aerial pictures perfect for producing orthomosaic maps and 3D models.
Then, we merge RGB images in the collection by looking for ’link points” and we
use a digital surface model (DSM) to produce orthomosaic images from the drone
photos. The orthophoto is segmented into useful single-picture objects. eCognition
Developer v9.0.0 software [11] is used to segment the tree canopies applying the
multi-resolution segmentation algorithm [1] to Orthomosaic image and DSM. Scale,
shape, and compactness are the segmentation criteria. Following the segmentation
process, plant species mapping is carried out for a limited set of pixels of image
objects using the eCognition software, taking into account the spatial features of the
image objects with regard to one another. A set of pixels would in this way act as
a training sample for the classification technique known as supervised object-based
classification [6]. We apply supervised learning using K nearest neighbours (KNNN)
to map plants. A class prediction for each group of pixels would then be generated
by the KNN classification technique. Then, the training dataset plant pictures are
extracted from the Orthomosaic image of the ground truth map with a class label.
In the final step, we perform the classification using pre-trained transfer learning
models.

The procedures proposed in this study focused on two steps (Image Contrast
Enhancement and Super-Resolution preprocessing) as key elements to improve the
classification accuracy of plant species. These steps are briefly described in the fol-
lowing sections.
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2.1 Image Contrast Enhancement

Contrast enhancement is adjusting the dynamic range of pixel intensity distribution
for good contrast enhancement in images facing low contrast concerns. we used an
Image contrast enhancement technic for improving extracted UAV training dataset-
images quality by decreasing the impact of distortions (i.e., blur, shadows, contrast
issues, and noise) contained therein. The histogram of an image is an approximation
of the pixel values distribution and can be calculated as:

hli) =m/(MxN) kelo,.,L—1]; (1)

where I is the intensity of the pixel, L is the number of values (different intensi-
ties) that can be assumed by each pixel, ny is the number of pixels with intensity &,
M x N is the number of image pixels.

Starting from the consideration that good contrast images have a histogram close
to uniform distribution U(0, L-1), we apply the following procedure:

e Compute the Image Histogram (probability distribution)

+ Compute the Cumulative Distribution F [k] = Y'*_, A [i];
 Apply the point transformation Ieq[i, j] = T [I[i, j]] = F [I [i, j]]
* Rescale Ieqli, j] form [0;1] to [0;L — 1].

where Ieq/|i, j] is the equalized image pixel intensity value at (i =0,....M —1,j =
0,...,N—1), T[I[i,]] is point transformed image pixel intensity value at (i =
0,...M—1,j=0,..,N—1) and [I[i,]] is the pixel intensity value K at (i =
0,..M—1,j=0,...,N—1).

Input to the pre-trained
transfer learning models

Fig. 1 Processing procedure to classify plant species starting from RGB images. The steps anal-
ysed in this study (contrast enhancement and super-resolution image preprocessing techniques) are
highlighted in orange.
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2.2 Super-Resolution preprocessing

When training a super-resolution network with a per-pixel loss function, the goal is
to minimize the per-pixel difference between the output and the ground truth im-
age. When using the perceptual loss function, high-resolution images are generated
by minimizing the difference between high-level image features of the output and
ground truth, which are extracted from a pre-trained convolutional neural network.
We propose an algorithm of single image super-resolution using a generative ad-
versarial network based on the work of Ledig et al [4] and graphically described in
Figure 2.

For the Generator Network, the input is a LR image with 9*9 kernels with 64
filters and ReLU. Then B residual blocks are applied and each block has 3*3 ker-
nel with 64 filters followed by batch normalization and ReL.U. Then two sub-pixel
convolution layers are applied to the up-sample image to 4x. In the Discriminator
Network, a discriminator will also discriminate real HR images from generated SR
images. It contains eight convolution layers with an increasing number of 3x3 filter
kernels, increasing by a factor of 2 from 64 to 512 kernels. To reduce the image res-
olution, stride convolutions are applied each time the number of features is doubled.
The resulting 512 kernel feature maps are followed by two dense layers and a final
sigmoid activation function to obtain a probability for the real or fake image. For
each layer of the neural network (orange blocks in Figure 2), we defined as activa-
tion function the Rectified Linear Unit (ReLu), and the value of each neuron needs
to be calculated by the activation function to obtain a final value. In neural networks,
the role of the activation function is to transform the neural network from linear to
nonlinear, so that the neural network can better solve more complex problems.

Batch Normalization is applied to make neural networks faster and more stable
adding extra layers in a deep neural network. The new layer performs the standard-
izing and normalizing operations on the input of a layer coming from a previous
layer.
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We adopted mean squared error as loss function between content loss and adver-
sarial loss. Adversarial loss tries to train the generator such that it produces natural-
looking images which will be difficult for the discriminator to distinguish from real
images.

3 Preliminary results

In Figure 3 we shown an application of the proposed algorithm to identify four plant
species in an agroecosystem. We applied the ResNet50 pre-trained transfer learning
model for four plant classes to 769 RGB UAV picture datasets. When we applied
super-resolution and picture equalization, the classification accuracy jumped from
70.2% to 83.2%.

From our preliminary results, the proposed super-resolution and image contrast
enhancement using histogram equalization methods improve the discriminative ca-
pacity of the applied classification model, helping to overcome the possible diffi-
culties encountered when analysing low-resolution plant images collected by RGB
UAVs.
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