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Communicability of traditional interfaces VS chatbots in healthcare and smart
home domains
Stefano Valtolina , Barbara Rita Barricelli and Serena Di Gaetano
aDepartment of Computer Science, Università degli Studi di Milano Milano, Italy

ABSTRACT
This paper presents a study about communicability of conversational interfaces (namely chatbots)
under a semiotic perspective. A chatbot is a software system that allows you to simulate real
conversations between devices and users by means of a conversational interface (CI). After
introducing the chatbot concept, focusing on its advantages and issues, we will present two
domains of use in which chatbot interfaces can be effective: healthcare and smart home. For
carrying out simple tasks such as finding information or triggering operations, users need an
easy-to-use and to an easy-to-learn system to communicate with. To face this, conversational
interfaces represent the latest trend in the field of digital design. For studying the
communicability aspects of a CI, we carried out a user test to compare traditional and chatbot
interfaces. This paper aims at evaluating the benefits at the communicability level of a chatbot in
comparison to traditional GUI for incrementing the effectiveness and efficacy of communication
between users and the system specifically for users with poor attitude in using technologies. In
details, we evaluated the communicability of two prototypes that can be used to solve simple
tasks in order to favour user inclusion, including everyone with very little exposure to technologies.
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1. Introduction

In the current era of connectivity and technological
innovation, user experience (UX) is becoming a more
and more complex problem to deal with in the develop-
ment of interactive systems. Problems such as the digital
divide and social exclusion can only serve to exacerbate
difficulties in accessing interactive systems. The empha-
sis on technology excellence without much attention to
greater social inclusion and user engagement resulted
only in minor improvements in participation.

While economical effort and other product-related
constraints will often dictate which interface style to
use for a given application, the interaction type that
will best support UX can highlight potential trade-offs,
dilemmas, and pros and cons. A huge part of UX is the
interface that sits between a user and a service. In an
attempt to make the human–computer interaction
more efficient, designers continuously try different
approaches. In the past, one of the most effective sol-
utions was to provide users with a GUI (Graphical user
interface) populated by colourful icons, menus, lists
and windows in order to make information accessible,
understandable and usable. Nevertheless, with the
advent of the era of Internet of Things (IoT), Ambient
Intelligence (AmI), Big data, Quantified Self, new models

are needed that can deal with a lot of data, unstructured
information, text, and services. From this perspective,
traditional GUIs have one major problem. They are
artificial creations invented to enable interactions
between human and computers. Users have to adapt to
interfaces for learning rules on how to operate with
them and sometimes they are overwhelmed by infor-
mation and navigation structures that move the user’s
attention away from the task at hand.

These limitations refer mainly to issues related to
social inclusion and digital divide that lead to a failure
in handling technology or to a poor attitude in using
digital systems for solving also simple problems. Some-
time ICT-based systems may raise barriers and create
inequalities between digitally-included and digitally-
excluded users who find it difficult to use (Barricelli
et al. 2016; Dirks, Bühler, and Edler 2018). In this field,
the challenge is to deliver personalised, tailored, and fric-
tionless experiences when people need them most. For
this reason, it is important to push boundaries and
think about new ways to use technology.

To face this problem, the conversational interface
(Zue and Glass 2000) is the latest trend in the field of
digital design that is focused on improving how people
interact with systems by means of a more natural
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communication way. Industry leaders such as Apple,
Google, Microsoft, Amazon, and Facebook are strongly
focused on building a new generation of systems
designed around human conversation strategies. The
more an interface leverages human conversation, fewer
users have to be taught how to use it (Følstad and
Brandtzæg 2017). Conversational interfaces are designed
to allow users to speak or to chat with bots by means of
voice (voicebot) or text (chatbot) (Shawar and Atwell
2007). The human-system dialogue consists of a user
looking for information, and the agent (bot) providing
it. The main difference between a chatbot and a voicebot
is the way users can interact with them. A chatbot pro-
vides users with a text-based dialogue like the one typi-
cally used on messaging platforms, including SMS,
social network systems and web-based applications.
This means users interact with chatbots on a screen by
using rich user interfaces endowed with buttons,
menus or other graphic items. On the other hand,
users interact with a voicebot using their voice, i.e. in
natural language. The voicebot then answers back
using pre-recorded messages, text-to-speech responses
or a combination of both (Braun et al. 2017). In some
cases, speaking is the most efficient way to communicate
especially in situations where a person cannot use their
hands (e.g. in case of voice assistants for drivers). The
efficiency of these agents is based on dialogue features
that include nuance and tone, emphasis and pacing.
These type of agents has to embed the typical person’s
voice, on which the conversational tone is modulated.
Chatbots are less dependent on the need to provide a
bot with ‘human abilities’ such as a personalised tone
of voice or a speech fuelled by emotion and they are
more focused on providing a chat-based conversation.
Nevertheless, nowadays differences between chatbots
and voicebots are becoming increasingly blurred. Some
conversational interfaces provide a screen-based inter-
action as input strategy or in alternative users can dictate
using their phone’s text-to-speech feature. In this way,
the bot may be available as a skill integrated into a
voice-activated chatbot.

Regardless of the interaction style used by the bot,
today several domains can benefit from this type of vir-
tual agent: e-commerce, health-care assistants, customer
service systems or IoT device management. By exploiting
the ubiquity of mobile devices, messenger bot can
provide a lower barrier of entry to the user since today
texting is one of the most dominant modes of communi-
cation. Users interact with a screen for selecting an
option in a list (e.g. for choosing a product to buy or
an exercise to carry out) or for acting on a device (e.g.
for regulating the light level of the lamps in the living
room or the thermostat temperature).

Although chatbots are widely used, their diffusion is
recent and related literature is still limited. In particular,
existing literature focuses mainly on the description of
conversational agents and the related pros and cons.
We noticed a lack of literature about the effects of con-
versational agents in terms of usability and UX provided
by this kind of interaction.

Given our involvement in two Projects named ‘I-
VITAE New Pathways for Life’ and ‘Social appliances
for Industry 4.0 – EaSy 4.0 – Smart Living’, we had the
possibility to study the benefits of using conversational
agents in two specific domains: Smart home and Health-
care. These are two typical fields in which chatbots can
provide a more effective communication strategy specifi-
cally for users with poor attitude in using technologies.
Motivating users to live healthier lives or helping them
to control home devices are realistic examples of chal-
lenges that today conversational agents have to deal
with. In this field, our research questions are: Are chat-
bots able to provide a communication strategy that better
fits the user’s mood and needs in comparison to tra-
ditional mobile-based applications?

On the basis of our research experience (Zhu et al.
2010; Ardito et al. 2011; Zhu, Barricelli, and Iacob
2011; Barricelli and Valtolina 2017), we believe an effec-
tive communication strategy might help all users in
focusing on solving their problems rather than spending
time in trying to understand complicated interfaces or
interaction styles. In particular, for users who are not
well-accustomed to technology use, but who need sup-
port for changing bad attitudes or behaviours (e.g. quit
smoking or follow a diet) or interested in receiving rec-
ommendations or suggestions (e.g. for buying a train
ticket or cooking a meal), digital agents can help to
improve their quality of life. It is just in such situations
that we want to study the positive effects of the com-
munication mediated by chatbots.

According to these considerations, how to evaluate
the benefit at the communicability level of a chatbot in
comparison to traditional GUI? In other words, which
criteria can we use for testing the way the bot triggers
behaviour change, such as engagement, considering
user needs and burdens?

For measuring the communicability of a system, we
adopted a Communicability Evaluation Method
(CEM), which is based on the semiotic engineering the-
ory (De Souza 2005). Computer semiotics is the science
of signs that are at the basis of designing interface signs.
The study of semiotic aspects is required to construct
well-designed user interfaces and achieve the desired
quality of communicability, which in turn improves
usability. In this field, we are interested in studying
how chatbots are able to communicate with the user in
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a more effective and efficient way with respect to the
communication strategies carried out by traditional
interfaces. In summary, the objective of our research is
to explore the communicability of systems based on
chatbots and traditional GUIs. For all we know, this is
the first study that aims to compare these two types of
interaction styles, in particular through the investigation
of their communicability aspects by means of Semiotic
Engineering methods.

1.1. Structure of this paper

The rest of this paper is structured as follows. Section 2
investigates related works about advantages and
obstacles in using chatbots for making the communi-
cation effective. In Section 3, we outline the require-
ments, problems, and potentials in adopting chatbots
in two contexts of use such as Smart home and Health-
care. Moreover, we describe two prototypes we devel-
oped that are based on conversational user flow
diagrams, which respectively 1) help women in monitor-
ing menstrual cycle or 2) support users in setting and
controlling their washing machine(s). Section 4 describes
our experiments aimed at investigating the UX according
to usability, user satisfaction and the effectiveness of the
communication between users and bots. Section 5
describes the results of our evaluations and section 6 pre-
sents a discussion about the main findings and limit-
ations of our study. Finally, Section 7 concludes this
paper and shares our vision regarding the benefit of
using a chatbot for providing a better communication
strategy between users and systems.

2. Related works

‘Before there were computers, we could distinguish per-
sons from non-persons on the basis of an ability to par-
ticipate in conversations. But now, we have hybrids
operating between person and non-persons with whom
we can talk in ordinary language’ (Colby 1999).

Chatbots can be used for a wide range of fields, such
as education (Letzter 2016), information retrieval (Sha-
war, Atwell, and Roberts 2005), business and e-com-
merce (Chai et al. 2001), and for customer service
(MarutiTechlabs 2017). In their study, Tatai et al.
(2003) compared implementations of chatbots and
identified three main roles of chatbots, namely: (i) Digi-
tal Assistant; (ii) Information Provider; (iii) General
Chatbot (Tatai et al. 2003). The development of this
technology is what transformed traditional interfaces
into conversational interfaces. Different types of chat-
bots can be identified, based on their learning capability,
the way in which they interact with the user, and the

context of the application. Most advanced chatbots are
able to perform actions based on the conversations
(for example, chatbot for reserving a table). The techni-
cality behind the bot architecture could be simple or
sophisticated. For example, a chatbot system could use
machine learning, neural networks, wearables or IoT
devices to handle tasks, or it could be rule-based and
use a finite state machine to accomplish very simple
tasks. Intention-based agents understand language as
commands, and they use that understanding to perform
tasks. Well-known examples of intention-based agents
include Amazon’s Alexa, Google Home, Apple’s Siri
and Microsoft’s Cortana. Understanding what the user
says as a command requires solving two problems: (i)
Identifying what the user wants the machine to do
(the ‘intent’). (ii) Figuring out the details of the intent
so the machine can take action. The assistant can deter-
mine the intent using either keywords or text-based
classification. To use keywords, it is necessary to simply
associate words and phrases with intents. To do text-
based classification, it is necessary to label a set of state-
ments with the correct intents and then train a classifier
over them. Conversational agents expand on intention-
based agents to have multi-turn conversations. To do
this, they must keep track of the state of the conversa-
tion and know when a person wants to talk about some-
thing else (Venkatesh et al. 2018).

2.1. Advantages and strength of chatbots

Chatbot success is due to different dynamics related both
to the relationship between companies and customers
and to the development of technology and smart-
phones/mobile devices.

Regarding the relationship between companies and
customers, the reason that led to the spread of chatbots
is given by a change in the communication between com-
panies and users. Companies indeed are adapting their
channels of communication, mainly their websites, to
different devices, first of all, mobile devices. Websites
are often considered difficult to manage by the compa-
nies and to visit by the users, so many companies devel-
oped mobile apps in order to exploit the potentials of
new tools. Today, the mobile apps’ market is saturated
and the competition is high. Strategies implemented to
face competition are mainly focused on providing easy
and intuitive interfaces. Companies’ goal is to foster loy-
alty to address the problem of market volatility by invol-
ving consumers directly. Within this paradigm, chatbots
are tools that allow companies to scale mobile messaging
with users, facilitating the conversation with them. For
this reason, the use of chatbots is growing and it is fore-
seen that between 2017 and 2023 the spread of chatbot
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will increase up to 37% (Chatbots Market Research
Report- Global Forecast 2023). One of the main advan-
tages for the users is given by the ease of use of chatbots
because they work as an instant messaging application.

As previously mentioned, the second reason that
ensured the success of chatbot is the development of
technology and the spread of smartphones. Smartphones
are today used for several needs and consulted many
times during the day. The instant messaging mechanism
is familiar to most of those who own smartphones,
thanks to the huge success of apps, such as Whatsapp,
Telegram and FacebookMessenger. Through the chatbot
interface, companies can create easy and pleasant con-
versations, leading to a more positive and engaging UX
(Nocera et al. 2015; Brandtzaeg and Følstad 2017). Com-
pared to traditional channels of communication, such as
telephone calls and emails, chatbots are faster and always
available, ensuring quick and easy answers related to
different problems. Given the possibility to manage
unlimited data and users, chatbots can also replace
assistance service operators, who are not always avail-
able. As a recent report by My Clever Agency demon-
strates (M. C. Agency, Chatbots: a consumer research
study, 2016), chatbot is preferred by 84.6% of inter-
viewed people as consumer channel to get answers,
second only to face-to-face interactions, but still pre-
ferred to email or online form, chat with operators,
phone, and social media.

Another positive implication of chatbots is the possi-
bility to simplify the information search process. Today
people have access to a big amount of information, due
to the increase of devices and channels of communi-
cation. Studies demonstrate that the abundance of infor-
mation generates an increase in distraction: too many
sources of information lead people to share their atten-
tion to different services, reducing the average time dedi-
cated to every single source (Torchiani 2018). One of the
main goals for companies is to catch the attention of con-
sumers and users, optimising the short time available. In
this sense, chatbots allow companies to delete redundant
information, creating interfaces where consumer/user
asks in natural language and receives a concise and
appropriate answer (Shawar and Atwell 2007). In
addition to the simplification of the conversation, chat-
bots provide also the possibility to personalise the con-
versation with users, exploiting personal information
obtained by previous interactions (James 2016). Thanks
to Sentiment analysis tools, it is possible to adapt the
conversation to the mood or the attitude of the users
(Jongeling, Datta, and Serebrenik 2015). This aspect
will be further discussed in Section 3.1.3.

Finally, a further positive aspect from companies’ point
of view is that implementation of basic chatbots is neither

expensive nor time-consuming: there are several open
source platforms that give companies the possibility to
create and personalise a chatbot in a short time.

2.2. Obstacles and barriers to the diffusion of
chatbots

Besides the above described positive implications, it is
necessary to mention the main obstacles to the diffusion
of chatbots. The main barrier is related to the nature of
conversational agent intelligence (Robino 2018). Bots
are designed to follow a specific path and they rarely
accommodate deviations away from a programmed
script. If the conversation with the user becomes too
complex, a chatbot is likely to have problems in recognis-
ing and understanding users’ requests and consequently,
it does not provide the right answers. In order to avoid
this issue, the ability of artificial intelligence software
needs to be improved through Natural Language Under-
standing and Machine Learning algorithms. Another
possible obstacle to take into consideration is the reluc-
tance to the use of chatbot by users (Jenkins et al.
2007). The resistance of change is a common dynamic
that occurs when a new technology is introduced. Fur-
thermore, in some specific cases, users could be reluctant
to use chatbots if they are asked to provide information
that is particularly sensitive, for example, personal infor-
mation or bank account details. Chatbots may expose the
users to unwelcome push notifications and spam. Finally,
it is necessary for companies to consider chatbots as con-
versational platforms: as in a real conversation, it is fun-
damental not to interrupt the talk and avoid distractions
that may also be annoying for the users.

2.3. Chatbots: how they can make the
communication effective

In order to better understand what is the added value for
the communicability in using conversational interfaces,
we need to investigate how human dialogues work.
Taking into account the pros and cons of using a chatbot
our study aims at understanding if a conversational
agent is able to provide and support better communi-
cation between users and systems. Specifically, if it is
able to engage users with poor attitudes in using
technologies.

The work in (Valtolina, Barricelli, and Dittrich 2012)
outlines the computer-semiotics terms that can be used
to identify problems in developing knowledge-manage-
ment systems to support collaboration across hetero-
geneous domains. This work highlights how digital
communication processes derive from the work of Ladi-
slav Tondl (Tondl 1981) on analogue communication
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processes. Tondl’s model was adapted and expanded in
(Marcante and Mussio 2006) to be applied to digital
communication and to clarify the role of human actors
in the human-machine communication process. Under
this perspective, we can describe the digital communi-
cation process from a semiotic point of view as an indi-
vidual who is sending a message to a second individual,
the system, which tries to respond to the user’s request
by the mediation of the. This model is framed in a com-
puter-semiotics context and can be used to analyse the
communication process of any digital interfaces. Accord-
ing to Andersen’s definition (Andersen 1997), computer
semiotics is ‘a discipline that analyses computer systems
and their context of use under a specific perspective,
namely as signs that users interpret to mean something’.
From this perspective, Semiotic Engineering (SE) (De
Souza et al. 2006) views interactive software systems as
artefacts through which the communication between
users and systems takes place. The system sends users
‘a one-shot message’ – which unfolds into further two-
way message exchanges, according to de Souza (De
Souza et al. 2006) – explaining how and why they should
communicate with the software application in order to
achieve a specific goal.

According to this point of view, if the interface is
designed to structure navigation and contents in ways
unfamiliar to the user, the user will not be able to use
the software for the task at hand or to communicate
with other users in a collaboration context. As Norman
stated in (Norman 1992), ‘The real problem with the
interface is that it is an interface’. In other words, the
users use products to solve specific problems, and when
they solve a problem, they want to focus on the problem
itself, not in understanding the interface. This is particu-
larly true when users, especially the ones who are not
accustomed to using technology, have to carry out simple
tasks such as to find basic information or to trigger simple
commands. From a SE point of view is the interface itself
that makes the process of problem-solving harder
because it introduces a cognitive load on top of the pro-
blems. The most comfortable and useful interfaces are the
closest to natural human communication, and the most
human natural interface is the spoken language.

According to this consideration, the contribution of
our study aims at investigating how conversational inter-
faces are able to introduce an opportunity to interact
with a machine in a more natural way. To evaluate this
hypothesis, we need to study conversational interfaces
according to the effect they have on the communication
between the users and the bot.

Results from some studies have highlighted how con-
ventional usability evaluation methods like heuristic
evaluation (Nielsen and Mack 1994), and even

exploratory methods like the cognitive walkthrough
(Cathleen et al. 1994), do not reflect the opinions of
the users (Thompson and Kemp 2009) (Gomes da
Silva and Dix 2007). For example, in studies run by
Gomes da Silva and Dix in 2007, it was found that You-
Tube failed when tested using heuristic evaluation
although it is one of the most popular Web apps. More-
over, another study presents a thesis according to which,
in some cases, focusing on usability can be harmful
(Greenberg and Buxton 2008). This is because usability
methods tend to put the lens on the usability bugs and
not on the whole usefulness of an application. Innovative
ideas could be discouraged by negative results, which
lead to giving up on plans that might otherwise bear
good fruits. For this reason, our idea is to evaluate the
conversational interface by applying a method of semio-
tic engineering evaluation: the communicability evalu-
ation method (CEM) (Prates, de Souza, and Barbosa
2000) (De Souza and Leitão 2009). This method can be
used for going beyond the limit of cognitive engineering
methods. CEM method explores the communication,
trying to identify through users’ observation the empiri-
cal evidence of the effects that the system’s messages have
on the users’ interaction. The chatbot designer’s objec-
tive is to let users reach their goals by interacting with
the interface, and thus, in the SE perspective, achieve
effective user-system communication. Therefore, the
communication is effective when the user interacts
with the system according to the designer’s project,
using the strategies, understanding what the system
can do and how. Obviously, this communication is not
always effective: It is the case of a communicability
breakdown, an interruption of user-system communi-
cation. Communicability breakdowns are errors, misun-
derstandings, interaction failure: every time the user has
some problems with interacting with the system.

3. Chatbots in two domains of use

For the purpose of our analysis, we envisage two
domains of use in which chatbot can be effective: a)
Healthcare and b) Smart home. We studied current
mobile apps belonging to these domains, underlying
main features and, reasons why these apps could exploit
chatbot technology to be more efficient. The aim of our
analysis is not to give a classification of healthcare and
smart home apps available today, but rather to underline
requirements and positive implications they might have.

3.1. Healthcare

During the last years, many healthcare mobile apps
spread in several fields, from the monitoring of physical
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activity to the reservation of a doctor’s appointment. The
success of these apps is due to two different orders of
reasons. First of all, the spread of awareness about the
importance of being healthy and maintaining healthy
habits led to the need for monitoring people lifestyle
and putting more attention to everyday routine. Health
Promotion can be described as ‘the process of enabling
people to increase control over, and to improve, their
health’‘ (W.H.O. 1995). Given the general attention on
lifestyle promotion, people are more interested in moni-
toring regular activities, such as meals, exercise, hours of
sleep. In the same way, the increase of elderly people led
to the need for healthcare support even after their treat-
ment period. The second order of reasons is related to
the development of new technologies that allow facilitat-
ing the process of the state of health monitoring. The
usage of smartphones and the introduction of a wide var-
iety of sensors are enabling the spread of personal health
apps that can actively monitor, model and promote
wellbeing.

The collection of data about health could be useful for
caregivers because it provides doctors with different
information about their patients, avoiding caregivers to
spend a vast amount of their time documenting their
patients’ condition. Healthcare apps allow t reducing
the caregivers’workload regarding data collection, remin-
ders, user follow-up, engaging users in pre-built scripts
and predictable conversations. In the context of the pro-
ject named ‘I-VITAE New Pathways for Life’ we had the
possibility to study the use of mobile apps for the moni-
toring of the menstrual cycle. Most of these apps give
users the possibility to track their periods, ovulation, con-
traception, and reproduction. Furthermore, they are
designed as a personal diary where users can record
specific information such as cervical mucus, BMI, sexual
activity, weight, temperature, symptoms or mood. Hav-
ing a collection of this information could be helpful for
building a higher self-awareness or, more practically, in
the event of gynaecological problems, because it is poss-
ible to provide specialists with different data that can
help them identify or exclude certain diseases.

3.1.1. Open issues
For the purpose of this study, we do not focus on the
difficulty to develop medical knowledge-based technol-
ogies. The aim is rather to point out critical aspects related
to the interaction with healthcare mobile apps. From the
interaction point of view, the main critical aspects to
take into consideration concern the sensitivity of the issues
related to personal state of health and the necessity of act-
ing on users’ behaviours. Healthcare mobile apps help
users deal with issues that sometimes are hard to face,
such as infertility or weight problems. If users are facing

a difficult situation, sometimes talking about their problem
could be frustrating or painful and they are not motivated
to use the app. In this sense, it is necessary to take into
consideration a possible resistance by the users to disclose
their personal information. Regarding the second issue,
the goal of healthcare apps is not limited to the moment
of usage of the app but it extends to users’ daily routine.
The long-term goal is to engage users in healthy activities
to promote their lifestyle, leading to a behaviour change
(Grasso, Cawsey, and Jones 2000).

3.1.2. Requirements
Literature review shows that the capacity to motivate
people to use the application is one of the most impor-
tant requirements for an application that faces the
issue of lifestyle promotion. Motivation to guarantee is
double: On the one side, users have to be encouraged
to put into practice all those behaviours considered
healthy (diet, physical activity, meditation, etc.); on the
other side, they have to be motivated to collect and
report their results and feedback. Indeed, the usefulness
of this kind of apps is given by the possibility to create a
user’s profile and complete tracking of their data. For
facing sensitive data and collecting different kinds of
information, a possible solution is to engage users by
leveraging the simplicity of the technology, integrating
it with users’ daily routine. The effectiveness of the
simple approach is well studied in the literature (Fogg
2009) (Oinas-Kukkonen and Harjumaa 2018). The goal
is to guarantee simplicity of interaction between user
and system from the first usage. Once the user has
acquired necessary skills, using the system becomes
easier, and this further enhances their ability because
the more familiar behaviour is, the more likely the user
is to do it (Fogg 2009). Furthermore, users might have
some difficulties in comprehending the meaning of
some data related to health because they might not
have the required level of medical knowledge. For this
reason, it is necessary to simplify also the information
given and requested by the app, for example providing
explanations and additional information. Because of
the need to develop applications that are engaging and
at the same time provide information, most of the cur-
rent health apps have a specific common feature: the
presence of a coach. Through a coaching approach, it
is possible to deliver tasks and information and to
remind users to collect and register data. Interaction is
simplified because the virtual coach is seen by the users
as a doctor or an expert to turn to.

3.1.3. Chatbots for healthcare
For the reasons described above, we investigated the
healthcare field as an application domain to develop
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chatbot apps. Given the simplicity of interaction ensured
by a chatbot, a conversational agent could be a valid tool
to track individual health activities. The possibility to
receive and send messages is familiar to most of the
users and reduce the level of complexity linked to the
activity of monitoring data. Conversational agents aim
to facilitate the interaction with users by means of con-
versation and request/response interaction. The aim is
not to substitute the caregiver, but to adopt a coaching
approach and to support doctors’ activity. A chatbot
acts as a virtual coach interacting with the users, remind-
ing them to do their tasks and to report their results.
Through the dialogue, it is possible to optimise user per-
sonalisation and natural interaction. According to a
study (Boratto et al. 2017), users tend to be more engaged
to train when their training is developed and remotely
supervised by a coach. Another factor to take into con-
sideration is the previously mentioned sensitivity of the
issues related to healthcare. In this sense, a chatbot
could be a useful interface solution because it allows
one to create a friendly conversation that facilitates to
face sensitive issues. The solution provided by the chat-
bot is given by the possibility of personalising the tone
of voice and to adapt the conversation to the user’s
mood, through the Sentiment Analysis. Sentiment analy-
sis is a method to identify the attitude of participants in
an online discussion. An attitude is the mental position
of one participant with regard to another participant,
to a product or to the discussed topic, and it could be
positive or negative. Sentiment analysis is used in a
wide range of domains, from the evaluation of product
reviews on the Web (Morinaga et al. 2002; Turney and
Littman 2003) to the analysis of political speeches.
Through this analysis, it is possible to predict whether
a sentence displays a positive or negative attitude and
to adapt the dialogue with the user depending on their
attitude. When sentiment analysis reveals a negative
users’ attitude towards a product, such as negative
reviews, the company has the possibility to change the
product itself or the marketing strategy. In the context
of healthcare applications, if the analysis displays a nega-
tive mood, such as reluctance to reveal personal infor-
mation or problems, chatbots might change the tone of
the conversation, making users feel comfortable. The
conversational agent is abstract enough to cover a vast
number of domains in the context of lifestyle promotion
and it is possible to design several hypotheses of dialo-
gue, addressing the dialogue towards physical activity,
diet promotion or mental wellness. While mental well-
being is usually evaluated with questions on the person’s
emotional, affective and cognitive status (e.g. ‘How are
you feeling now?’), physical activity is assessed through
objective and factual information (e.g. ‘How many

steps did you take today?’). For this reason, another
requirement to develop a successful chatbot is to inte-
grate emotional and factual information. Integration of
different behavioural and motivational factors of an indi-
vidual into the chatbot knowledge base is a key factor to
generate support tailored to individual’s needs and pre-
ferences in a specific situation (Lindgren, Guerrero,
and Janols 2017). Healthcare chatbots currently might
be a mix of both patient-only (apps that help a patient
track and make sense of health data) and patient-care-
givers applications (apps that connect the two groups,
for diagnosis and/or treatment).

For the purpose of our analysis, given our involve-
ment in a project based on this topic, we decided to
evaluate the communicability level of apps developed
within the field of menstrual cycle monitoring.

After conducting an analysis about existing mobile
apps that help users in tracking their menstrual cycle,
we chose to test ‘Il mio calendario’1, one of the most
spread apps in Italy developed by Abishkking. It is
free, available both for Android and for iOS and it has
been positively evaluated by users (4.9/5). ‘Il mio calen-
dario’ provides users with the possibility to insert infor-
mation about their menstrual cycle: starting date,
duration, symptoms, etc., creating a sort of medical
records of the user. Starting from the traditional interface
of this app, we developed a chatbot with the same fea-
tures provided by the traditional one. In order to be
easily tested, we call it ‘Il mio calendario’ as well. It is
based on a conversation and request/response inter-
action, in order to help users in tracking the information
that could be useful to collect. The chatbot asks for
specific information (for example basal temperature,
last period, cycle length, etc.) giving users the possibility
to skip some questions and to reply at a later time. Fur-
thermore, based on users’ answers, the chatbot deepens
certain topics and dynamics. For example, if the user
states to be tired, the chatbot investigates the reasons
for this symptom asking questions about her quality of
sleep. In this way, chatbot ‘Il mio calendario’ allows
creating a friendly conversation that facilitates to face
sensitive issues. Furthermore, it integrates emotional
and factual information: in addition to specific factual
data related to the menstrual cycle (for example the
cycle length), it collects information related to the
emotional state of users and mood.

3.2. Smart home

Smart home refers to the process through which appli-
ances and devices available in a house can be remotely
controlled by users. Devices are interconnected through
the internet and, in order to control the devices, users
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need to use a mobile or another networked device and to
be in any internet-connected place in the world. Centra-
lised control of lighting, heating, alarms, air condition-
ing, home entertainment, houseplant, and yard
watering are examples of the smart home. The spread
of smart home is due to different reasons. One of them
is the development of different technologies belonging
to the paradigm of the Internet of Things (IoT). For
the purpose of this paper, we do not deepen the concept
of IoT, but we consider necessary to underline that the
ability to transfer data over a network without requiring
human-to-human or human-to-computer interaction is
one of the first steps that leads to the concept of the
smart home. Different smart systems have been pro-
posed where the control is e.g. via Bluetooth (Yan and
Shi 2013), internet (Tan, Lee, and Soh 2002), short mess-
age service (SMS) (Khiyal, Khan, and Shehzadi 2009).
Another positive implication of smart homes could be
related to elderly and disabled people because they
might be helped in controlling devices and appliances
despite their physical impairments. In other words, a
smart home can increase the quality of life for persons
who might require the help of caregivers, increasing
their level of independence (Chourabi et al. 2012).

Starting from the results of a project named ‘Social
appliances for Industry 4.0 – EaSy 4.0 – Smart Living’
in which we are involved, we studied the problems that
users have to control the automation of washing
machines. In this field, an IoT app can help users in bet-
ter washing laundry by finding the right balance between
high-quality washings, save money and energy
consumption.

3.2.1. Open issues
Security risks and bugs are the main challenges faced by
smart home technology. Expert hackers, for example,
can gain access to a smart home’s internet-enabled appli-
ances. A possible solution to reduce the risk of hacking is
to adopt strong passwords to protect smart appliances
and devices, using encryption when available and only
connecting trusted devices (Wilson 2018). Another
obstacle to the diffusion of smart homes is their per-
ceived complexity; if users have difficulty with the tech-
nology they likely give up on it with the first annoyance.
In this sense, it is necessary to reduce complexity and to
improve UX to encourage users with different levels of
technological knowledge.

3.2.2. Requirements
Despite the wide-scale efforts to popularise IoT, it still
offers many practical challenges. IoT dashboards are
often saturated with various data, charts, and tables mak-
ing it difficult for users to find the required information.

A key challenge concerns the possibility to manage data
generated by IoT sensors in an efficient and easy way.
The main problem is that data generated by the sensors
are large but also diverse (varying in quality and type)
and multimodal (temperature, light, sound, video, etc.)
in nature. If the management of IoT data is one chal-
lenge, drawing insights from the data and being able to
present it in a timely, understandable way is a much lar-
ger challenge. It is at the data analysis step that the true
value of any IoT application is determined, and this is
where Artificial Intelligence (AI) plays a crucial role by
making sense of data streamed from devices (Dirican
2015). AI serves to detect patterns in this data from
which it can learn to adjust the behaviour of the IoT ser-
vice. Traditional methods of analysing structured data
are not designed to efficiently process the vast amounts
of real-time data that stream from IoT devices. This is
where AI-based analysis and response becomes critical
for extracting optimal value from that data. The problem
of managing and analysing IoT data can be solved
through many solutions and cloud platforms, which
offer storage and computing infrastructure to accomplish
the task. Existing IoT cloud solutions handle data sources
and transmission challenges. However, a major challenge
of existing IoT systems is conveying data about the var-
ious devices back to the user in a simple humanly under-
standable way. This requires communication strategies
that allow to understand the true intent of the user
query and to process information from the environment.
Moreover, these solutions have to access a global net-
work of information via the internet and have to be easily
programmed to retrieve information in real-time.

3.2.3. Chatbots for smart home
In order to design successful smart home apps, it is
necessary to make them simple to use and intuitive.
Given the difficulty to approach smart home devices,
related mobile apps should be a means to simplify the
interaction. Another important requirement to be met
is a high level of security. As previously mentioned, vul-
nerabilities have been discovered in personal smart home
devices and in the protocols that operate between those
devices. Current mobile apps belonging to the smart
home paradigm are used to control a specific set of
devices produced by a company.

For the purpose of this paper, we studied possible
mechanisms through which users can easily communi-
cate with their appliances. In this sense, as partners of
the ‘Smart Living’ Project financed by Regione Lombar-
dia, we based our analysis on the web application devel-
oped in the context of this Project. The main goal of the
application is to help and guide people in using their
appliances. At the basis of the Project, there is an
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artificial intelligence algorithm that provides specific set-
tings when a user needs to set their appliances such as the
washing machine or the oven. Thanks to the algorithm,
users can receive the best combination of parameters to
set their appliances based on opinions and feedbacks
given by other users. Users are asked to insert infor-
mation about their necessity. For example, if they want
to do the laundry, they have to indicate the typology of
cloth they want to wash, the level of dirt, the quantity
of clothing, etc. In the same way, if they need to set the
oven, they have to indicate what they are going to
cook, the quantity of food, etc. When users use the appli-
ances according to the settings suggested by the appli-
cation, they are asked to provide feedback on the
results. Also, in this case, we developed a chatbot version
of the traditional application. In particular, we focused
only on the usage of the application to set a washing
machine. The chatbot creates a dialogue to ask user
information about the laundry (colours of the clothes,
material, level of dirt…) and it proposes a set of par-
ameters to set. If the user accepts the suggestion, the
bot reminds the user to give feedback about the wash.

4. User study

In the previous Section, we outlined some solutions
based on the use of conversational interfaces for support-
ing users in accessing health information or for control-
ling devices. In this field, our contribution aims at
understanding how the conversation agents are able to
provide users with a communication strategy that better
fits their needs and expectations.

For the experimental part of our analysis, we per-
formed a user test on mobile apps for healthcare and
smart home domains. For each domain, we selected
two apps, one having a traditional interface and the
other using a chatbot. For the user study, we applied a
combination of semiotic and cognitive evaluation
methods for measuring communicability, usability and
user experience (UX).

4.1. Materials

4.1.1. Healthcare
For the healthcare domain, we used an existing app with
a traditional interface and we designed and prototyped a
chatbot-based app. The app with the traditional interface
is ‘Il mio calendario’ (see Figure 1), one of the most used
apps for menstrual cycle tracking in Italy. The main fea-
tures that the app offers are: Tracking of the duration of
the menstrual cycle, logging of symptoms, push notifica-
tions about the arrival of the menstrual cycle and fertile
days. Whether users have irregular or regular periods,

they may consider useful to have a specific calendar
where to insert such information.

‘Il mio calendario’ becomes a sort of personal diary
but also a medical record that can provide useful infor-
mation related to users’ health. In fact, the app allows
the user to track the assumption of contraceptive pills,
basal temperature, symptoms, mood, the entity of the
menstrual flow and sexual intercourses. The application
collects all the data within a Calendar (depicted in
Figure 2) that shows menstrual cycle days and that fore-
sees the different level of fertility during the month and
the next menstrual cycle starting day.

On the basis of the experience developed in using ‘Il
mio calendario’ app, we developed a mobile application
that provides the same features of the traditional one
but is based on a conversational interface (chatbot),
and we called it ‘LovApp’. We built ‘LovApp’ by using
Google Assistant technology through the Actions on
the Google developer platform. Actions on Google is a
developer platform that has been letting us to integrate
into our solution the functionality of the Google Assist-
ant, Google’s virtual personal assistant. Specifically, we
used Actions on Google to easily create and manage
delightful and effective conversational experiences
between users and our app. From a technical point of
view, we started with the definition of a ‘persona’ to
associate to our bot. A person who can assist users in
what they can do and that can help them in understand-
ing how the bot works on the base of what users already
know. In our case, the persona was modelled as a female
assistant—trustworthy with women’ needs and personal
information. The metaphor of the assistant makes this
new experience feel familiar. Once we defined in a
clear way who is communicating and what they are com-
municating about, we created the dialogue. Dialogs are
the key to creating great Actions on Google and they
convey the flow that the user will actually experience.
By writing sample dialogs, we experimented with and
evaluate different design strategies, such as how to gather
personal information or how to confirm a user’s request
(e.g. for asking to provide the data about the menstrual
cycle). For designing the flows of dialogue, we started
by sketching them using the Draw.io flowchart tool.2

Once the dialogs were defined, we implemented the
building blocks at the basis of the ‘LovApp’ agent. In
details, we specified: (i) The actions, that is the entry
points of any user’s interaction; (ii) The intents, that
is, the underlying goals the user want to achieve or
the tasks she can do (e.g. registering her basal tempera-
ture or providing data about her menstrual cycle). In
Actions on Google, these are represented as a unique
identifier and the corresponding user utterances that
can trigger the intent; (iii) The Fulfillments, that is,
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the JavaScript functions that we developed for handling
the intents and return an intelligent or useful response.
Fulfilment is custom logic that we implemented as a
webhook, which requests services, processes them,
and returns responses. The conversational flow we
designed, after the login, as shown in Figure 3, allows
the agent to start the dialogue by asking questions to
the user in order to create her profile (e.g. menstrual
cycle duration, last period date).

After collecting this preliminary information, the
chatbot presents more specific questions (Figure 4),
like symptoms (for example headache, fever, muscle
pain, and chills), mood, and basal temperature. When
the user states to have a negative mood or symptom,
such as to be tired or sleepy, the chatbot deepens the
reason for this mood providing further questions. For
example, if the user states to be tired, the application
asks her whether she slept well. At the end of the ques-
tions, the user can choose to insert further details or to
visualise her calendar.

4.1.2. Smart home
For the smart home domain, we used two apps designed
and developed in the frame of Project EaSy 4.0, which
serve the same purpose but differ in terms of interfaces:
The former has a traditional interface (‘SmartLiving’),
while the latter is chatbot-based (‘SmartLiving Chat-
bot’). Both apps support the user in setting and control-
ling washing machines, optimising costs and energy
consumption. The apps are not linked to a specific
brand or device but provide information and sugges-
tions useful to optimise the usage of any product. The
suggestions are the result of an artificial intelligence
algorithm that collects users’ feedbacks and returns
the best washer cycle.

The typical usage scenario of ‘SmartLiving’ consists in
a sequence of screens in which the users are asked to pro-
vide information about their washing machine (one or
more, if they have more than one residences) and
other information like the number of people living in
the same place. Brand and model are the main

Figure 1. Two screens of ‘Il mio calendario’ app. On the left screen, the user is asked to respond to questions about the duration of the
period, days between two periods and last period date. On the right screen, the list of other information that the user can provide.
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information required by the app to find out the settings
that the appliance can offer to the users, and how the
machine can be set up for specific washer cycles.

Another important information that the app uses for
building its suggestions is the user’s most important
concern:

. Time: the user prefers quick washer cycles

. Energy: the user prefers to reduce the energy
consumption

. Cost: the user prefers to cut the costs related to the
usage of the machine (not only energy but also soap
and other additives)

. Quality: the user is more interested in the quality of
the washing than in reducing time, energy or costs.

When the user starts to load the washing machine and
needs advice, the ‘SmartLiving’ app asks to provide infor-
mation about the type of clothes that are to be washed
(Figure 5). Such information is related to the compo-
sition of the textiles (e.g. cotton, wool, denim), how

dirt are the clothes, how coloured they are, and how
loaded is the machine.

Once all this information is given, the ‘SmartLiving’
app provides a suggestion: Information about the
washer cycle to set, spin speed, and temperature. The
user can decide whether to accept or not the suggestion
(see Figure 6). If the user accepts it, he/she is asked to
provide, at the end of the washer cycle, feedback that
evaluates:

. cleaning level;

. the humidity of the clothes;

. soap residues;

. the colour maintenance;

. softness;

. clothes shrinkage.

Since the artificial intelligence algorithm that was
developed in the Project EaSy 4.0 is the basis of both
the apps we developed, the ‘SmartLiving Chatbot’ app
asks for the same information used by the ‘SmartLiving’
app, but letting the user interact with a conversational
interface. In this case, we implemented the chatbot by
following the same design strategy presented for the
‘LovApp’ agent previously described. We started with
the definition of a ‘persona’ to associate to our bot. In
this case, the persona was modelled as a humanised
washing machine for portraying an image of a laundry
expert. Then we created the sketches of the flows of dia-
logs by using Draw.io and finally, we implemented the
actions, intents, and fulfilments that compose the build-
ing blocks at the basis of the conversational interface of
our bot.

Initially, the ‘SmartLiving Chatbot’ app asks the user
brand and model of their washing machine. All other
information, like the most important criterion for washer
cycle selection and the characteristics of the clothes
loaded in the machine, are asked sequentially (as
depicted in Figure 7).

After this, the app provides a washer cycle suggestion
and, if the user accepts it, a message indicating the esti-
mated wash time appears. The app gives the user the
possibility to choose whether to insert feedback about
the last suggestion (Figure 8) or ask for another
suggestion.

4.2. Participants

We involved two groups of participants of 20 users each
that evaluated the apps of the two domains distinctly.
The 40 users were invited to participate and we presented
them the information sheet and explained the protocol
and motivation of our study. Before starting with the

Figure 2. Menstrual cycle calendar in ‘Il mio calendario’ app.
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user tests, the participants were asked to fill in an initial
demographic questionnaire through which we collected
information about their profiles.

4.2.1. Healthcare
For testing the smart home domain apps, we involved 20
users (all female, due to the goals of the apps). Five of

Figure 3. The ‘LovApp’mobile app. The screen on the left shows the app asking preliminary information to the user; e.g. the duration of
the period. The screen on the right shows the calendar feature that allows the user to tell the app the date of the last period.

Figure 4. Further information entered in the app ‘LovApp’: on the left, the chatbot asks how the user feels, on the right the user can
point out eventual symptoms.
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them were aged between 18 and 24, eight between 25 and
34, and seven between 35 and 44. 45% of the users had a
bachelor degree, 30% a master degree, 15% a high school
diploma, 5% a Ph.D., and 5% a post-master degree. Ele-
ven participants reported previous experience with a
healthcare app (four ‘almost every day’, 4 ‘often but
not daily’, and three ‘sometimes’). Those with previous
experience reported that their feedback was positive;
seven of them found the apps easy to use while four
declared that it was not always easy to interact with
them. The main types of healthcare apps used by the par-
ticipants were designed for tracking of food, calories,
physical activity, and drugs assumption.

4.2.2. Smart home
For the user tests on the smart home domain apps, we
involved 20 users (10 females, 10 male). Five of them
were aged between 18 and 24, ten between 25 and 34,

three between 35 and 44, one between 45 and 54, and
one between 55 and 64. 40% of the users had a bachelor
degree, 35% a high school diploma, and 25% a master
degree. Five participants reported previous experience
with a smart home app (one ‘more than once a day’,
one ‘almost every day’, and three ‘often but not daily’).
Those with previous experience reported that their feed-
back was always positive and very easy and that they
have used apps for remote control and monitoring of
lights, heating, energy consumption, security cameras,
and TV.

4.3. Settings

The participants were invited to join the user test in a
quiet room and asked to use the apps on a 10-inch
Android-based tablet.

The user test protocol was designed by pairing cogni-
tive and semiotic methods of usability and UX evalu-
ation, with the aim of collecting significant information
for identifying not only eventual usability and UX pro-
blems but also for highlighting the communication
breakdowns that might take place during the interaction
with the applications.

Figure 5. The ‘SmartLiving’ app asks information about the qual-
ity and quantity of clothes that the user needs to wash.

Figure 7. The user responds to a series of questions related to
the quality and quantity of clothes loaded in the machine.

Figure 6. The user receives a suggestion that he/he can accept or
decline.
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4.4. Methodology

After the submission to the participants of the initial
demographic questionnaire, the participants were asked
to take part in a user test on the traditional application
first and with the chatbot one then. The user test was
scenario-based. During the test, the participants were
asked to follow the think-aloud protocol, i.e. to interact
with the apps and at the same time to verbalise their
thoughts.

The participants always used the traditional appli-
cation before using the chatbot by following the same
scenario. Maintaining the same order did not affect the
user experience since the chat-based interfaces and inter-
action strategies are completely different from the tra-
ditional GUI of mobile apps. In designing the
conversation at the basis of the chatbot we did not simply
migrate services from the mobile application to a conver-
sational application. We changed the interaction proto-
col from a strategy based on free navigation to a fluid
and realistic dialog between the user and the system.

At the end of each test, the participants filled in a
usability questionnaire that was composed by three

different sets of questions: a SUS (System Usability
Scale) questionnaire (Brooke 1996), a CSUQ (Computer
System Usability Questionnaire) (Lewis 1995) and a
UEQ (User Experience Questionnaire) (Laugwitz, Held,
and Schrepp 2008).

Finally, some open-ended questions were asked and
the observations made by the participants were collected
and analysed.

4.4.1. User test: Scenario and CEM analysis
We used two scenarios, one for each domain: healthcare
and smart home:

. Healthcare: You have always had a rather regular
menstrual cycle but in the last few months, you have
noticed delays, irregular cycles, and discomfort.
Today you feel tired and decide to use a mobile app
that allows you to record the days when you have
the cycle, the basal temperature (which you often
measure) and your symptoms. Use the app imagining
that your menstrual cycle started on February 1st,
2019 and has an average duration of 4 days. Your
flow is abundant, your basal temperature today is
37.20°, and you have nausea.

. Smart home: You went to live alone and among the
various household appliances you bought, there is a
new washing machine, a Rex Electrolux model RE
100. You are not an expert on laundry and they advise
you to use a mobile app that offers advice on how to
set up the washing machine. Use the app to get advice
on how to wash cotton shirts and cotton pants, in var-
ious colours. Your basket is half-filled.

All user test sessions were directly observed by two
researchers. This allowed applying the Communicabil-
ity Evaluation Method (CEM) (Prates, de Souza, and
Barbosa 2000) (De Souza and Leitão 2009), a Semiotic
Engineering method for evaluating the communicabil-
ity of an application. Specifically, the CEM method is
focused on empirically studying the reception of the
message sent by the designer to the user (by means of
the system’s interface). For CEM analysis, the two
observers have to identify immediately during the test
all hints of communicability breakdowns in the user’s
interaction.

After the test, the researchers have to associate tags to
each communicability breakdown they identified. The
process of tagging was done together by the researchers
who discussed the outcomes of the test. For CEM tagging
phase, the tags must be chosen among the 13 utterances
proposed by De Souza and Leitão (2009): ‘I give up.’,
‘Looks fine to me.’, ‘Thanks, but no, thanks.’, ‘I can do
otherwise.’, ‘Where is it?’, ‘What happened?’, ‘What

Figure 8. The ‘SmartLiving Chatbot’ app asks for feedback on the
last suggestion provided.
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now?’, ‘Where am I?’, ‘Oops!’, ‘I can’t do it this way.’,
‘What is this?’, ‘Help!’, ‘Why doesn’t it?’.

During the next phase, called ‘Interpretation’, the
researchers analyse the collected empirical data under
four different perspectives: 1) Frequency and context of
occurrence of each tag; 2) The existence of patterned
sequences of tags; 3) The importance level of problems
signalled by the occurrence of tags and patterns; and 4)
The communicability issues that have caused the com-
municability breakdowns.

4.4.2. SUS questionnaire
SUS (System Usability Scale) (Brooke 1996) is a very
broadly used questionnaire, especially in industry, that
can return reliable results even when administered to a
small sample of users. It is composed of 10 statements
with a five-point psychometric Likert scale (from 1
‘Strongly disagree’ to 5 ‘Strongly agree’). The SUS ques-
tionnaire uses alternatively positive (odd items) and
negative (even items) wording.

When the results of the SUS questionnaire are back, the
evaluators have to change the numbers as follows: for each
of the odd-numbered questions, they have to subtract 1
from the score, while for each of the even numbered ques-
tions, they have to subtract the score from 5. The new
values have then to be added and the result has to be mul-
tiplied by 2.5 (to shift the score to a 100-points scale –
even if the result is not evaluated as a percentage).

According to SUS definition, the average score is 68.

4.4.3. CSUQ questionnaire
CSUQ (Computer System Usability Questionnaire)
(Lewis 1995) is a questionnaire developed by IBM and
mostly focused on measuring the satisfaction in using
the application or tool under evaluation. It consists of
19 statements with a five-point psychometric Likert
scale (from 1 ‘Strongly disagree’ to 5 ‘Strongly agree’,
with 3 as average score). Unlike SUS, the CSUQ items
use only positive wording.

CSUQ has four internal subscales: System usefulness
(SYSUSE), Information quality (INFOQUAL), Interface
quality (INTERQUAL), and Overall (OVERALL). Their
value ranges from 1 (worst) to 5 (best), therefore its aver-
age score is 2.5: SYSUSE is calculated as the average of
the scores of questions 1–8 and question 19; INFOQUAL
considers questions 9–15; INTERQUAL refers to ques-
tions 16–18, and OVERALL is the average of all ques-
tions’ score.

4.4.4. UEQ questionnaire
UEQ (User Experience Questionnaire) (Laugwitz, Held,
and Schrepp 2008) permits to assess feelings,
impressions, and attitudes that arise when the users use

the application under evaluation. The UEQ question-
naire is made of 26 pairs of antithetic adjectives. The
order of the adjectives is randomised: half of the items
in the questionnaire has a positive adjective on the left
side and the other half of the right side. The score ranges
from −3 (worst) to + 3 (best) with 0 as the average score.
The adjectives are related to six scales: Attractiveness,
Perspicuity, Efficiency, Dependability, Stimulation, and
Novelty. Moreover, UEQ responses can be analysed for
obtaining a more general result in terms of: Attractive-
ness, Pragmatic Quality, and Hedonic Quality. Prag-
matic and Hedonic refer to the UX model by
Hassenzahl, Schöbel, and Trautmann (2008) that
assumes that people perceive products either as the abil-
ity to support the achievement of a specific goal (prag-
matics) or the ability to support the individual/self-
achievement, by making the users feeling competent.

4.4.5. Open-ended questions
At the end of the questionnaires, the participants were
asked to respond to some open-ended questions that
regarded the experience of use they just made and the
comparison with other similar products:

. Compared to other apps you know and use, how do
you evaluate this experience of use?

. Could you please elaborate on this evaluation?

. Is there anything specific you would change in this app?

. Do you want to suggest any specific feature to be
added to the app?

. Please, describe the app with one short sentence.

5. Results

In this Section, we report the results for each of the two
domains. The discussion of the results is presented later,
in Section 5.

5.1. Healthcare: ‘Il Mio Calendario’

5.1.1. User test – CEM
During the test, sixteen out of twenty participants had pro-
blems in finding the right features for recording the data
suggested by the provided scenario. In fact, the ‘Where is
it’ semiotic tag is the one that recurred more often (16
times). Other two tags appear just once each: ‘What
now?’ and ‘Oops!’. Given the scarcity of communicability
breakdowns, it was not possible to detect patterns.

5.1.2. SUS
The result of SUS analysis is slightly above the
sufficiency: 68.87/100 (SD 17.38). All items received a
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fair score, with almost no difference between the results
of positively and negatively worded items.

5.1.3. CSUQ
The results of the CSUQ questionnaire (see Figure 9)
show that all internal subscales are above the average
(i.e. 3 out of 5, where 5 is the best score). Specifically,
the best result is reached with INTERQUAL, the subscale
that measures the quality of the interface (4.05/5), while
the lowest one is on INFOQUAL, quality of information
(3.50/5) that is just slightly above the average.

The item that received the lowest score (2.75/5) is the
one corresponding to the statement ‘The system gave
error messages that clearly told me how to fix problems’.
This proves that the app is not easy to use because the
error messages do not actually help the user in under-
standing how to overcome difficulties during the inter-
action. On the other hand, the statement that was best
valued (4.2/5) is ‘The interface of this system was plea-
sant’, this means that the look-and-feel of the interface
were appreciated despite the problems that users
encountered during the test.

5.1.4. UEQ
The results of the UEQ questionnaires (see Figure 10) are
all positive for ‘Il Mio Calendario’ app, however, the
Stimulation scale reports the lowest value among the

others (0.850/3). On the other hand, Efficiency scale is
the one that scored the highest result (1.638/3). The
results show that among the three qualities measured
with UEQ, the one that appears to be weak is the Hedo-
nic one (0.96/3), while Attractiveness and Pragmatic are
higher but not particularly high.

5.1.5. Open-ended questions
Eleven participants out of 20 declared that they had pre-
vious experience with health apps. From their answers to
the open-ended questions, almost everyone (10 out of
11) evaluated the user experience with ‘Il Mio Calen-
dario’ app better than the ones they had with other simi-
lar apps. Specifically, the app was described as simpler,
with an intuitive and nice interface, useful, and safe.
When asked what they would change in the app, 5 out
of 20 suggested to simplify the selection of the symp-
toms, 1 user responded that the interface should be
made less childish, and another one suggested to
improve the information architecture, while the other
13 users did not suggest any changes. To the question
‘Do you want to suggest any specific feature to be
added to the app?’, just two proposals were made: intro-
ducing a search feature for finding the symptoms faster
and easier, and adding push notifications when the men-
strual cycle is expected to begin. The positive adjectives
that were mostly used to describe the app were useful

Figure 9. CSUQ scores for ‘Il Mio Calendario’ app.

Figure 10. UEQ results for ‘Il Mio Calendario’ app.
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(5), nice (3), helpful (3), complete (2), and easy (1), while
the negative ones were hard to learn (2) and messy (1).

5.2. Healthcare: ‘LovApp’

5.2.1. User test – CEM
During the user test, none of the participants encoun-
tered problems in using the app. In fact, the CEM analy-
sis did not detect communicative breakdowns. As it will
be better explained in Section 4.2.5, by answering the
open-ended questions the users expressed their prefer-
ence toward the chatbot-based app.

5.2.2. SUS
The result of SUS analysis reaches the value 79.87/100
(SD 9.20) that is well above the sufficiency. Also, in
this case, the SUS results do not highlight specifically
low or high scores among the various items.

5.2.3. CSUQ
Figure 11 shows that the internal subscales of the CSUQ
questionnaire results all are above the average. The sub-
scale with the highest score is SYSUSE (4.05/5), showing
that the usefulness of the app is well recognised by the
users. The INFOQUAL subscale that reaches the lowest
result (3.50/5) still remains above the sufficiency.

The statement ‘The system gave error messages that
clearly told me how to fix problems.’ is again the one

that received the lowest score (2.95/5), while in this
case, the one that reached the best result (4.65/5) is
‘The organization of information on the system screens
was clear.’.

5.2.4. UEQ
The UEQ results are illustrated in Figure 12. In the case
of ‘LovApp’ app, Perspicuity reaches a high score (2.175/
3) and also the other scales present positive results,
especially Efficiency (1.688/3) and Attractiveness
(1.608/3). Again, Stimulation appears to be the lowest
scale (1.325/3). Moreover, the quality that reaches the
highest score is the Pragmatic one (1.78/3) and the low-
est score is obtained by the Hedonic one (1.36).

5.2.5. Open-ended questions
Seven out of the eleven users who had previous experi-
ence with health apps defined ‘LovApp’ as better than
the other apps they knew and used, while 2 users
described it as worse and 2 were not sure how to answer.
Who found it better enjoyed the conversational interface
because it makes the experience of using simpler and fas-
ter. The users who found the app worse than the others
said that ‘LovApp’ is less nice and they do not like to
have a conversation with the application. Among the
suggestions received by the users, the most significant
points were to add more symptoms, to provide the possi-
bility of skipping the initial questions if the user feels

Figure 12. UEQ results for ‘LovApp’ app.

Figure 11. CSUQ scores for ‘LovApp’ app.
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expert enough, to add a feature that reminds about the
contraceptive pill, and to give the possibility of record
intercourses. The positive adjectives used to describe
‘LovApp’ were helpful (5), simple (4), useful (4), and
guiding (1), while the negative adjectives were immature
(1) and too simple (1).

5.3. Smart home: ‘SmartLiving’

5.3.1. User test – CEM
The results of the CEM analysis on the user tests point
out that often participants experienced communicability
breakdowns during the interaction with the app. In fact,
three tags were identified several times by the observers:
‘Help!’ (8 times), ‘What now?’ (7 times), ‘What’s this?’
(10 times).

Also, some patterns recurred: ‘What now?’ – >
‘What’s this?’ – > ‘Help!’ (2 times), ‘What now?’ – >
‘Help!’ (2 times), ‘What now?’ – > ‘What’s this?’ (2
times), and ‘Help!’ – > ‘What’s this?’ (2 times).

5.3.2. SUS
The result of SUS analysis reaches the value 63.75/100
that is below the sufficiency (68/100 SD 14.88). All
items reached modest results without particular low or
high score to discuss.

5.3.3. CSUQ
The results of the CSUQ questionnaire (see Figure 13)
show that all internal subscales are only just above the
average (i.e. 3 out of 5, where 5 is the best score). The
best result is reached with INTERQUAL, the subscale
that measures the quality of the interface (3.98/5),
while the lowest one is on INFOQUAL, quality of infor-
mation (3.30/5).

The item corresponding to the statement ‘The system
gave error messages that clearly told me how to fix pro-
blems.’ is still the one that reaches the lowest result (2.6/
5), while the ones with the same best score (4.05/5) are
‘The interface of this system was pleasant.’ and ‘This

system has all the functions and capabilities I expect it
to have.’

5.3.4. UEQ
The UEQ results related to the use of the ‘SmartLiving’
app are quite low (see Figure 14): the highest result is
of ‘Efficiency’ scale (1.225/3) and the lowest is of ‘Perspi-
cuity’ scale (0.975/3). Also, the general results are quite
low, in fact, they range from 1.13/3 for ‘Pragmatic Qual-
ity’ and 1.06/3 for ‘Hedonic Quality’.

5.3.5. Open-ended questions
Among the users who participated in the user test for the
smart home domain, only 5 out of 20 declared that they
had previous experience with smart home apps. Three
out of five evaluated the user experience with ‘Smart Liv-
ing’ app better than the ones they had with other similar
apps. The app was described by them as useful, especially
for saving time, money and energy. On the other hand,
the users who described the app as worse than the others
said that it was not clear how to describe the quality of
the clothes loaded in the machine. One user suggested
adding a feature that suggests the correct type of laundry
detergent to use. The positive adjectives that were mostly
used to describe the app were helpful (9), useful (5), and
innovative (1), while the negative one was immature (1).

5.4. Smart home: ‘SmartLiving Chatbot’

5.4.1. User test – CEM
The CEM analysis on the user test results pointed out
that just one type of communicability breakdown was
experienced during the interaction, i.e. ‘What’s this?’ (8
times), therefore no pattern was detected in the user of
‘SmartLiving Chatbot’.

5.4.2. SUS
The result of SUS analysis reaches the value 75.75/100
(SD 8.84) that is above the sufficiency.

Figure 13. CSUQ scores for ‘SmartLiving’ app.
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5.4.3. CSUQ
The results of the CSUQ questionnaire presented in
Figure 15, show that all internal subscales are only just
above the value 3 that is the average score. The best result
is reached with INTERQUAL, the subscale that measures
the quality of the interface (3.95/5), while the one with
the lowest score is INFOQUAL, quality of information
(3.73/5).

Like the other cases, the lowest score (2.75/5) is the one
associated with the statement ‘The system gave error mess-
ages that clearly told me how to fix problems.’. The state-
ment ‘The information provided for the system was easy
to understand.’ received the best average score (4.35/5).

5.4.4. UEQ
Figure 16 shows the results of the UEQ questionnaire. It
shows that the only scale that reaches a score above 2 is

‘Perspicuity’ (2.100/3), while the lowest scores are those
reached by ‘Efficiency’ and ‘Stimulation’ (both 1.338/3).
Among the qualities, the one that shows the most
positive result is ‘Pragmatic Quality’ (1.63/3), while
‘Attractiveness’ is the worst (1.43/3).

5.4.5. Open-ended questions
Four out five users who had previous experiences with
smart home apps declared that ‘SmartLiving Chatbot’
app is better than the ones they knew and used (one pre-
ferred not to answer to the question). Specifically, the
conversational interface was appreciated and described
as easy to use, clear, and fast. As a future to be added,
the users suggested introducing the possibility of return-
ing to the beginning of the conversation (a sort of ‘Home’
button) and to introduce the suggestion of the correct
detergent and additives to use. The main positive

Figure 14. UEQ results for ‘SmartLiving’ app.

Figure 16. UEQ results for ‘SmartLiving Chatbot’ app.

Figure 15. CSUQ scores for ‘SmartLiving Chatbot’ app.

126 S. VALTOLINA ET AL.



adjectives used to describe ‘SmartLiving Chatbot’ are
helpful (10), easy (3), innovative (2), simple (2), useful
(1), and guiding (1).

6. Discussion

From SUS questionnaire results (see Figure 17), the chat-
bot-based apps appear to be slightly preferred by the
users in both application domains (healthcare and
smart home) but the mean values do not present statisti-
cally significant differences.

The results obtained by the chatbot-based apps
through the CSUQ questionnaire is better for SYSUSE,

INFOQUAL, and OVERALL. For what concerns the
INTERQUAL (i.e. the quality of the interface) the results
are very close both for the apps of the healthcare domain
(Figure 18) and for those of the smart home domain
(Figure 19). But also, in this case, the mean values do
not present statistically significant differences. This
may suggest further studies to investigate differences
between usability and user experience testing results. In
fact, where the usability gives us not an appreciable
results user experience and communicability analysis
can provide more useful feedbacks in using chatbots.

The interesting results are those that come from the
UEQ questionnaire, i.e. the evaluation of the user

Figure 18. The comparison of the CSUQ results for the healthcare domain.

Figure 17. The comparison of the SUS results for the healthcare (left) and the smart home (right) domains.
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experience. Figure 20 shows how the experience with the
chatbot-based app is almost always better than the one
with the traditional interface. Especially the results of
the scales Attractiveness, Perspicuity, Simulation, and
Novelty show the difference even if the mean values do
not present statistically significant differences.

Figure 21 groups the results into UEQ Qualities and
highlights how the conversational interfaces result better
for Attractiveness, Pragmatic Quality, and also for Hedo-
nic Quality.

In both studies, the responses to the open-ended
questions and final users’ comments were coded using
thematic analysis (Marshall and Rossman 2014) in par-
ticular for what concerns the use of conversational

interfaces with respect to the use of traditional interfaces.
The categories and codes are listed in Figure 22 with
sample quotes from the data. The responses highlighted
the issues involving the ease-of-use, helpful and innova-
tive approach of the chatbot interface and its future use.
The participants indicated that the chatbot is easy to
understand and apply. Many of the participants
expressed an interest in investigating this new inter-
action strategy in future use. The participants also high-
lighted some limitations related to the fact the chatbot is
a prototype of a system that needs a longer process of
reflection, study, and analysis. In particular, they indi-
cated that daily use of the chatbot could be boring and,
especially for healthcare data monitoring, a daily

Figure 19. The comparison of the CSUQ results for the smart home domain.

Figure 20. The comparison of the UEQ results for both the domains.
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conversation could be tiresome and lead to annoying
notifications. To check these issues, further studies are
necessary specifically for monitoring a daily use of con-
versational agents in different contexts of use. Neverthe-
less, as a preliminary result, we can claim that integrating
the chatbot with traditional GUI elements (such as but-
tons, lists, menus, sliders) appears to be a promising sol-
ution for improving the communicability level of the
systems. These results are very much in line with the
qualitative feedback presented in previous Sections.

The lesson we can learn from this study concerns the
benefits chatbots offer through the implementation of a
conversational interface that can help users to improve
response time and their satisfaction and ensure user reten-
tion. The switch from a traditional GUI to a dialog-based
system can favour users with a poor attitude in using tech-
nology. Instead of getting lost in interfaces that users have
to explore and understand for solving their problems, a
chatbot acts like a partner who helps you to find out
specific kinds of information or to discuss specific issues.

Specifically, in managing sensible information (such
as in the health domain) or in dealing with and control
IoT data and applications (such as in the smart home
domain), conversational interfaces can provide users
with a pro-active but not intrusive approach. As a part-
ner, it is important to be proactive without be intrusive,
and be friendly and inviting while still providing infor-
mation that users need to hear. Sentiment analysis and
machine learning techniques are clear examples of cur-
rent strategies that it is possible to use for getting more
and more intelligent chatbots.

In these contexts of use, conversational interfaces can
help to deal with issues related to social inclusion and
digital divide that lead to a failure in handling technology
or to a poor attitude in using digital systems for solving
also simple problems.

6.1. Limitations of the study

We can identify three limitations of our study:

Figure 21. The comparison of the UEQ Qualities for both the domains.

Figure 22. Summary of the codes with sample quotes.
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1. The small number of domains tested: Further
development of this study should consider more
than just two application domains. This study con-
sidered the healthcare and the smart home
domains because they are simple, straightforward
use cases where the goal is well defined, and a
user’s intent is easily identifiable and so they are
really applicable for testing conversational user
interfaces. Moreover, they stemmed from the pro-
jects that were specifically focused on these two
domains.

2. The number of participants: Even though the size of
the user group allowed us to reach interesting results,
further development of the study would be consider-
ing the involvement of more users.

3. The duration of the user experience: The tests we per-
formed were carried out in a limited amount of time
(less than one hour for each participant). It would be
interesting to observe/monitor the use of the apps
over a much longer period of time to find out if the
user experience improves or not during the time.
Moreover, in such a long-duration study, it would
be possible to study how the users are (or are not)
engaged by the apps and to evaluate the difference
of such engagement with both traditional and conver-
sational interfaces.

7. Conclusions

Conversational interfaces are designed to respond in a
way similar to what happens when another human
being is involved in a conversation. It differs from the
activity of instructing insofar as it encompasses a two-
way communication process, with the system acting
like a partner rather than a machine that obeys orders.
It has been most commonly used for applications
where the user needs to find out specific kinds of infor-
mation or wants to discuss issues.

In this paper, we presented a study able to highlight
the main benefits of developing a conceptual model
that uses a conversational style of interaction is that it
allows people to communicate with a system in a way
that is familiar to them.

After conducting two comparison tests, differences
have been found between the chatbots and traditional
apps. In both the application domains, for usability
and UX the chatbot application appears to be better
than the traditional one. It is necessary to underline
that the chatbot prototype we implemented is slower
than the traditional app because it has a delay between
a message and another. This delay is due to two reasons.
First of all, while in a conversational interface at every

step of the conversation there is a network communi-
cation between the client and the conversational agent
and the UI elements are dynamically loaded into the cli-
ent interface, in a traditional app, the UI is loaded
immediately and only once. Secondly, by using a chat-
bot we can keep the user’s pace. In detail, we can delay
messages to avoid the risk of overloading users with fast
and frequent messages (for example in the case of
elderly people). This is also true when users are not
familiar with the use of a chatbot. On the contrary,
we can avoid taking the dialog longer than smarter
users need by providing a quick cross talk (for example
in the case of teenagers or younger adults). This because
a slower performance in using the chatbot app may
have negatively influenced the level of appreciation of
the bot itself.

While in the healthcare case there were no commu-
nicability breakdowns, in the smart home one the
CEM analysis was better for the chatbot application.
Even if the chatbot results are below the maximum poss-
ible score, they are indeed better than the ones of the tra-
ditional applications. The problems detected with the
chatbot could be explained as follows: For the smart
home, a problem that may have induced negative results
in the appreciation of the smart home application is the
function of the application itself. Users did not really like
using an app to receive wash tips. Paraphrasing what
they said, the reaction was: ‘Surely it is something new
but I would never use it’. So the novelty in this sense is
not in contrast with a low level of satisfaction; for health-
care, the possibility of feeling more comfortable with a
bot does not imply the need to an app that controls
health status. An aspect to take into consideration that
may be a motivation for this result is that users involved
do not have problems related to their menstrual cycle
(i.e. problems of fertility, pregnancy research, etc.) so
they probably do not feel the need to face these topics
in a personal way.

In conclusion, we can say that for simple tasks with a
clear goal (problem-based), a chatbot experience can be
a promising solution for improving the communi-
cation between users and systems. Even if there are
still technical challenges to overcome, a chatbot can
offer a more conversational and so more familiar com-
munication strategy. In order to demonstrate it, in the
future we will validate these conversational interfaces
with experiments in real contexts of use. Specifically,
situations where users have to deal with daily problems
for interfacing with smart home devices or situations
where users with health problems need support for
monitoring their biometric data or diet behaviour.
This will provide a more significant assessment of the
approach.
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Notes

1. https://play.google.com/store/apps/details?id=com.
popularapp.periodcalendar&hl=it

2. www.draw.io/
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