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ABSTRACT

This paper focuses on a specific type of unedited video
content, called rushes, which are used for movie editing and
usually present a high-level of redundancy. Our goal is to
automatically extract a summarized preview, where redun-
dant material is diminished without discarding any important
event. To achieve this, rushes content has been first analysed
and modeled. Then different clustering techniques on shot
key-frames are presented and compared in order to choose
the best representative segments to enter the preview. Exper-
iments performed on TRECVID data are evaluated by com-
puting the mutual information between the obtained results
and a manually annotated ground-truth.

Index Terms— rushes, summarization, TRECVID

1. INTRODUCTION

The amount of multimedia content in digital form is ever grow-
ing, thanks to the always faster progress of technology and
the decreasing prices of multimedia devices. In this scenario,
the need to access video information for effective retrieval or
browsing affect both home and professional environments.

This work focuses on a specific type of professional video,
called rushes, that are raw audio-visual footage edited to build
the final version of a feature movie. Our aim is to find an effi-
cient way to present a preview of rushes in the form of a video
summary. Some parts of the proposed method have been al-
ready exploited in the COST292 approach [1] submitted to
the TRECVID 2008 campaign on rushes summarization [2].

According to TRECVID, the final summary should con-
tain only the relevant parts, where undesiderable content has
been removed and only one take of each scene is shown. Sum-
mary length should not exceed 2% of the duration of the orig-
inal video and it should contain only relevant objects, events
and camera events (i.e., pan, zoom, etc.).

The evaluation of the summary takes into account various
subjective and objective parameters such as the fraction of im-
portant segments included in the final summary, the easiness
to find and understand the desired content, the redundancy of
the summary and the system effort spent to produce it. The
challenge is the construction of a system which gets the best
results for every criterion considered for the evaluation.

Several techniques have been proposed to deal with rushes
summarization ([3], [4], [5], and [1]). Some approaches com-
pute the informativeness of each segment and accelerate the
playback if the information is low [5]. Other approaches ex-
tract “ad-hoc” features to weight the importance of each shot
and decide whether to include it in the final summary [6].

This work aims to the maximization of included events
and the minimization of the redundancy factor. First we in-
vestigate an efficient approach for the key-frame selection. A
tailored clustering approach based on visual features and an
heuristic method to select most representative segments are
then presented. Experiments on TRECVID material compare
the clustering results against a manually annotated ground-
truth, with a procedure derived from information theory.

This paper is organized as follows: Section 2 describes
the available data set and the model of the structure built for
the analysis. Section 3 presents the proposed method, while
in Section 4 the evaluation procedure is introduced and results
are discussed. Finally, in Section 5 conclusions are drawn.

2. RUSHES DATA DESCRIPTION

Different type of rushes footage are used by broadcasters to
build documentaries or news programs, or by production com-
panies to edit movies. This paper focuses only on film rushes,
that is footage that is shot to produce a movie. The main char-
acteristic of this content is the high level of redundancy. As a
matter of fact, rushes present many takes of the same scene,
due to actor errors for example, where a scene is as a set of
contiguous frames depicting a part of an action in a single
location and in a brief period of time.

A scene is considered a repeat of another one if the action
depicted and the point of view are the same, even if there can
be some slight differences of duration or in the lines spoken
by the actors. Repetitions of a same scene are contiguous in
time. As shown in Figure 1 a collection of repeated scenes is
called set. At physical level, repeats of the same scene can be
contained into subsequent shots or one shot only.

Rushes material may also contain some content not really
related to the storytelling, such as scene preparation by assis-
tants, clap boards, talks between actors and director, scenes
with fixed camera, and undesirable content such as colour
bars, frames whose colour is uniform or blurred (junk frames).
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Fig. 1: Rushes videos can be divided into sets containing dif-
ferent repeats of the same scene.

3. PROPOSED FRAMEWORK

The framework proposed to create an essential preview of
rushes is shown in Figure 2. The shot detection and the re-
moval of junk frames have been automatically obtained as
described in [1]. This work focuses on the key-frame extrac-
tion, the clustering algorithm and the selection of the most
representative shots (i.e., the blocks highlighted in Figure 2).
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Fig. 2: Framework for generating essential rushes preview.

3.1. Key-frame selection

Once the video has been decomposed into separate shots, a
representative frame (i.e., a key-frame) per shot is selected. In
order to effectively position key-frames, we first analysed the
nature of video scenes. In general there is no rule on the scene
length: they can be either very long, or very short. Moreover,
at the beginning of a scene there can be a random setup time
in which the assistants arrange the scene. However repeats
of the same scene usually begin in the same way, at least for
what concerns chromatic composition and lighting.

Therefore our first choice is to extract key-frames in fixed
positions at the beginning of the shot, in detail at the 5th,
30th, 55th, 80th, 100th and 200th frame (for shots shorter
than 200 frames, the last frame is chosen). We also compare
with key-frames extracted at different percentage of the shot
length (10%, 30%, 50%, 70%, 90% and 99%).

3.2. Low-level representation

Two MPEG-7 descriptors, Colour Layout and Edge Histogram
[7], are then computed on key-frames. These descriptors,
though computationally inexpensive, are able to capture the
scene chromatic composition and background texture. As de-
scribed in [1] other features can be extracted from shots (such

as the presence of human faces or motion patterns) in order
to identify the most important parts to keep in the preview.
However, for the minimization of the redundancy factor, the
two proposed features are effective enough to detect repeats.

3.3. Hierarchical clustering

In order to group similar shots into sets, a hierarchical ag-
glomerative clustering has been tailored to the case of rushes
data. Similarity between shots Si and Sj is given by the eu-
clidean distance ||xi−xj || between the feature vectors xi and
xj extracted from the key-frames of shot Si and Sj .

Regarding distances between clusters, single, complete
and average-link criterions (i.e., minimum, maximum, and av-
erage distance between items, respectively) have been com-
pared. Two elements are novel here: a time-constraint on
shots is introduced to deal with the rushes structure, and a
criterion to stop the clustering is proposed.

3.3.1. Time-constrained analysis

Usually hierarchical algorithms do not put a constraint on
which items can be clustered. To deal with the rushes struc-
ture a time-constraint has been introduced: since repeats of
the same scene are contiguous, only adjacent shots are al-
lowed to merge. Considering a sequence of N shots: S1, S2,
. . . SN , two clusters Xk and Xl can be merged only if they
contain contiguous shots, that is:

∃i ∈ [1, N − 1] : Si ∈ Xk and Si+1 ∈ Xl . (1)

With this constraint, we restrict errors to two cases: two sub-
sequent shots can be wrongly added to the same cluster, or
two subsequent shots of the same set are splitted in two clus-
ters. Low-level feature characterisation tries to reduce the first
type of error. The second one is acceptable considering that
one of our goals was the maximization of included events.

3.3.2. Stop criterion

Another typical problem of unsupervised clustering is deter-
mining how many clusters are present. Traditional approaches
impose an a-priori criterion to stop the clustering, for exam-
ple by setting in advance the final number of clusters or their
maximum dimension. Anyway, these global criteria often fail
in preserving the visual coherence of clusters. Here we pro-
pose a criterion based on the inter- and intra-cluster distances.

Inter-cluster distance is defined as the distance between
centroids and it indicates if clusters are detached or not:

Dinter(C) =
K∑

j=1

K∑
i=1,i6=j

|Xj ||Xi|d(ci, cj) (2)

where C is the resulting set of K cluster (also called cluster
configuration), Xi and Xj are two clusters belonging to con-
figuration C, |Xi| is the cardinality of cluster Xi, that is the
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Fig. 3: Normalized inter and intra-cluster distances. The in-
tersection point determines the final number of clusters.

number of objects in the cluster and d(ci, cj) is the Euclidean
distance between the two centroids ofXi andXj , respectively.

On the other hand, intra-cluster distance is the distance
between objects of the same cluster and it is useful to under-
stand whether a cluster is compact or not. It is defined as

Dintra(C) =
K∑

i=1

|Xi|∑
j=1

d(x(i)
j , ci) (3)

where x(i)
j is the jth key-frame belonging to cluster Xi.

In order to stop the clustering process, the two normalized
curves of intra and inter-distance are first computed. Then
the final number of clusters is found at the intersection of
the two curves, and it represents the optimal compromise be-
tween intra-cluster compactness and inter-cluster separation.
An example of normalized intra-cluster and inter-cluster dis-
tance trends is shown in Figure 3 for a TRECVID test video.

3.4. Selection of representative shot

Since we expect that most repeats collapse in the same cluster,
only one shot per cluster is selected. By analysing rushes
content it has been noticed that the last repeat of a scene is
usually the one which contains less errors and which is the
most likely to be selected by the director for the final editing.
Therefore our choice is to select, as a representative, the last
shot (in temporal order) belonging to the cluster.

4. EXPERIMENTAL RESULTS

The proposed method was tested on the manually annotated
TRECVID data set presented in Table 1, and experiments
were conducted by varying all the possible parameters. Key-

Video Duration Scenes Shots
MRS025913.mpg 25:42 8 38
MRS035132.mpg 05:27 2 6
MRS042543.mpg 32:16 8 28
MRS042548.mpg 26:28 7 53
MRS043400.mpg 13:02 4 19
MRS144760.mpg 27:10 7 46
MRS150148.mpg 27:43 11 59
MRS157469.mpg 35:35 36 82
MRS336905.mpg 03:32 9 10
MS210470.mpg 15:49 13 83

Table 1: TRECVID rushes test set.

frames were extracted first at fixed positions and then at dif-
ferent percentage of the shot length. Distances between key-
frames were computed first relying only on colour layout (l)
and then by using both colour layout and edge histogram (e).
Hierarchical clustering was run by using all link criterions,
that are single (s), complete (c) and average (a). Results ob-
tained by adopting the time-constraint (t) on shots were com-
pared to those obtained without the constraint (n).

4.1. Evaluation

Recall and precision parameters can be used for evaluation
only when the number of the ground-truth clusters and of the
obtained ones is the same. Unfortunately this is not the case.

To deal with this problem the Normalized Mutual Infor-
mation (NMI) [8] can be used. It derives from Information
Theory [9] and is a symmetric measure to quantify the statisti-
cal information shared between two distributions. The idea is
that the optimal clustering should share the most information
with the ground-truth clustering [10].

Let then X and Y be random variables representing the
ground-truth clusters and the automatically obtained ones, re-
spectively. In case of Maximum Likelihood Estimation, mu-
tual information between X and Y can be expressed as:

I(X,Y ) =
∑

i

∑
j

|xi ∩ yj |
N

log
(

N |xi ∩ yj |
|xi||yj |

)
(4)

where |xi| is the cardinality of the ground-truth cluster xi,
|xi ∩ yj | is the number of items of obtained cluster yj shared
with ground-truth cluster xi and N is the shot total number.

Since this value is not bounded by the same constant for
all data sets, it has been normalized in the range [0, 1]:

NMI(X, Y ) = 2 · I(X, Y )
H(X) + H(Y )

(5)

with H(X) and H(Y ) the entropy of X and Y :

H(X) = −
∑

i

|xi|
N

log
|xi|
N

. (6)

NMI is maximum in case of one-to-one mapping between
ground-truth clusters and the obtained clustering results.



4.2. Results

The values of Normalized Mutual Information averaged on
the ten analyzed videos are shown in Figure 4 and 5 for dif-
ferent choices of key-frame position.

The best average score is obtained positioning the key-
frame at the 30% of the shot length, with a “aet” configu-
ration, that is with an average link clustering (a), using both
colour layout and edge histogram (e) and by introducing the
time-constrain on shots (t). The second best average score
is obtained with the key-frame positioned at 30% of the shot
length, with a “set” configuration (i.e., single-link, colour lay-
out and edge histogram, and time-constrained clustering).

The good performances obtained by the 30% ”aet” con-
figuration were also confirmed by the visual inspection of the
resulting clusters. Repeated scenes were mostly grouped in
the same cluster, even if sometimes, as expected, it happens
that a set is split between two clusters. Regarding the choice
of the last shot as a cluster representative, as a matter of fact
only in the 2.86% of cases the last repeat did not contain all
the important events listed in the TRECVID ground-truth.
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Fig. 4: NMI values with fixed positioning of key-frames.

5. CONCLUSIONS

This work analysed in detail script-content rushes. A model
of the structure has been proposed together with a method
to summarize this type of content. Various aspects such as
the analysis of clustering methods, the study of MPEG-7 de-
scriptors, the selection of appropriate key-frames have been
taken into account and compared. Future work includes the
improvement of the clustering method by using multimodal
features and the comparison with other clustering methods.
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Fig. 5: NMI values with key-frames positioned at different
percentages of the shot length.
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